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1 Introduction

Mathematical modelling of electrochemical systems is of
interest in diverse technologies, ranging from energy stor-
age devices such as batteries and supercapacitors to de-
salination reactors to colloidal systems [1–5]. Mathemati-
cal models that account for mass transfer in the electro-
lyte consist of the Poisson-Nernst-Planck (PNP) equa-
tions, with occasional modifications to account for the
finite size of the ions (steric effects) and the presence of
a compact (Stern) layer next to solid surfaces [6,7]. The
numerical solution of the PNP equations in multi-dimen-
sional settings and complex geometries, such as porous
electrodes [1, 3,4,8], is complicated due to the presence
of disparate length scales. The region next to the solid
surface consists of a diffuse (Gouy-Chapman) charged
layer, just a few nanometers thick, while the system�s
overall dimensions may be on the millimetre scale or
even larger. The need to accurately resolve the electric
double layers next to solid surfaces imposes considerable
demands on computational resources. To overcome this
difficulty, various researchers [9] decomposed the electro-
lyte solution into two regions - an inner domain com-
prised of the electric double layer (EDL) and an outer,
electroneutral, bulk region - and used matched, singular
asymptotic expansions to determine the potential and
concentration fields in the electrolyte. Bazant et al. [10]
provided a detailed exposition of the dynamics of the dif-
fuse layer in a one-dimensional system confined between
a pair of blocking (perfectly-polarizable) electrodes sub-
jected to a step change in the electrodes� potential differ-
ence and a lucid review and historical perspective of the
pertinent literature. Olesen et al. [11] studied in detail

a one-dimensional electrolytic cell subjected to periodic
alternations in the electrodes� potentials. In the above
two cases [10, 11], a range of parameters exists when the
EDL can be considered to be nearly at equilibrium and
the bulk solution can be treated as electrically neutral.
Under these circumstances, one can use the equilibrium
distributions of the ions in the electric double layers to
obtain expressions for the charge and the number of ions
in the EDL as functions of the electrodes� potentials and
then use these expressions as boundary conditions for the
bulk equations. Although this simplified model is often
used [10,11], a systematic study of its range of applicabili-
ty and numerical analysis of the solution of the bulk
equations appears to be lacking.

In this note, we examine the range of validity of a sim-
plified model that accounts for the electrochemical pro-
cesses in the bulk of the electrolyte, while replacing the
EDL with appropriate boundary conditions. We consider
a one-dimensional electrolytic cell confined between two
blocking electrodes subjected to a step change in the po-
tential difference and to temporally alternating potential.
In departure from the analytical treatments, we allow for
the concentration of the electrolyte in the outer (bulk)
region to vary in space and time, so that the EDL charg-
ing is coupled to bulk diffusion. By comparing the predic-
tions of our simplified model with those of the complete
PNP equations, we determine the error incurred by the
approximate solution as a function of the Debye screen-
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ing length, the electrode potential, and the period of the
temporal alternation in electrode potential. Our objec-
tives are to inform modellers under what conditions the
quasi-equilibrium treatment of the EDL is reasonable
and to identify the magnitude of the errors associated
with the approximations. In the course of our study, we
have identified numerical instabilities associated with the
solution of the bulk, diffusion equations subject to nonlin-
ear boundary conditions. We examine the origins of these
instabilities in an appendix.

2 Mathematical Model

2.1 Poisson-Nernst-Planck Model

Consider a dilute z1:z2, binary electrolyte solution con-
fined in the one-dimensional cell �L�X�L bordered by
two perfectly polarizable (blocking) electrodes (Figure 1).
In the absence of an electric field, the uniform cations
(valence z1) and anions (valence z2) concentrations are,
respectively, C1,0 and C2,0. The left and right electrodes
are, respectively, subjected to potentials fw(t)/2 and
fw(t)/2.

Conservation of species requires that the concentra-
tions of the ions satisfy the Nernst-Planck equation

@Ci

@t
¼ ziDiF

RT
@

@X
Ci
@�e

@X

� �
þDi

@2Ci

@X2 , ð1Þ

where i=1 and i=2 denote, respectively, the cations and
anions. Ci(X,t) (mol/m3) is the concentration of species i,
t is time, Di is the diffusion coefficient of species i, F is
the Faraday constant, R is the universal gas constant, T is

the absolute temperature, and fe(t) is the electrical po-
tential in the electrolyte solution.

The potential field satisfies the Poisson equation

@2�e

@X2 ¼ �
b1E

E
, ð2Þ

where b1E ¼ F z1C1 þ z2C2ð Þis the volumetric charge densi-
ty, and E is the dielectric permittivity of the solvent. It is
convenient to define the average concentration C= (1/2)
[(C1/v1)+ (C2/v2)] where v1 and v2 are, respectively, the
number of cations and anions produced when a solute
molecule dissociates. The v1 and v2 are related to the
ions� valances through z1 v1 +z2 v2 =0.

Next, we recast the equations in dimensionless form.
Unless otherwise stated, we adopt the convention that
lower case letters are the dimensionless counterpart of
the dimensional quantities written with capital letters. L
is the length scale; C0 = (1/2) [(C1,0/v1)+ (C2,0/v2)] is the
concentration scale; the thermal potential RT/z1F is the
potential scale; and 2Fz1C0 is the charge density scale. We
use the RC time constant tRC =lDL/D1 as the time scale
[10]. In the above, lD = (ERT/2F2z1

2C0)
1/2 is the Debye

screening length. We also define a=D2/D1, b=z2/z1, and
v2 =�v1/b. Accordingly, c1 =1e +cv1 and c2 = (1e�cv1)/b.
For brevity, in this study we consider only a symmetric
(b=�1), mono-valent (v1 =1), binary electrolyte with the
anions and cations having the same diffusivities (a=1).

The resulting dimensionless equations, expressed in
terms of c and 1e
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and
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1e

E2 , ð5Þ

apply when �1�x�1 and for t>0, where E=lD/L. The
impermeable boundary conditions at the electrodes� sur-
faces (x= �1) imply:

1e
@�e

@x
þ @c
@x
¼ 0, ð6Þ

and

c
@�e

@x
þ @1e

@x
¼ 0: ð7Þ

The boundary conditions for the potential areFig. 1. A schematic depiction of the liquid cell �L�X�L.
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�e �1; tð Þ ¼ � 1
2
�wðtÞ � d � E @�e �1; tð Þ

@x

� �
: ð8Þ

The initial conditions are:

c x; 0ð Þ ¼ 1e x; 0ð Þ ¼ 0 and a given �e x; 0ð Þ: ð9Þ

In the above, d=lS/lD and lS is the Stern layer�s thick-
ness.

When a temporally varying potential is applied across
the electrodes, electrical current flows through the exter-
nal circuit that connects the electrodes to a power supply/
load and the electrodes charge/discharge. The dimension-
less electrical current in the external circuit per unit area
of the electrode is

jexactðtÞ ¼ @

@t
E
@�e

@x

� �
x¼�1

: ð10Þ

In the above, the current scale is 2FzC0D/L.
The mathematical model comprised of Equations 3–5

involves two length scales: the O(1) length of the electro-
lyte cell and the O(E) length of the Debye screening
length. When one is solving the PNP equations in multi-
dimensional settings and/or complex geometries such as
porous electrodes, it may not be practical to resolve
length scales down to O(E). When the temporal variations
in the electrodes� potentials are relatively slow such that
the charge relaxation time of the EDL, td =lD

2/D, is
much smaller than the RC time of the electrolytic cell
tRC =lDL/D, it may be reasonable to assume that the
EDL is at quasi-equilibrium.

2.2 Quasi-Equilibrium Electric Double Layer

In this section, we consider a quasi-equilibrium EDL and
neglect the Stern layer (lS =0) and the ions� volume. By
neglecting the Stern layer and steric effects, we are put-
ting the quasi-equilibrium approximation to a more
severe test than when these effects are included. The
analysis can, however, be extended to account for these
neglected effects.

We use a singular perturbation expansion. We divide
the domain �1�x�1 into two EDLs, each of thickness E
and a core (bulk) region. Superscripts EDL and B
denote, respectively, the EDL variables and the bulk vari-
ables. In the EDL, we introduce the stretched coordinate
x= (1+x)/E next to the left boundary (x=�1). The di-
mensionless PNP equations in the left EDL assume the
form:
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and
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e : ð13Þ

The boundary conditions at x=0 or (x=�1) are:
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�EDL
e ¼ � 1

2
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To the first order of approximation, the matching con-
ditions at the right edge of the LHS EDL are:

lim
x!1

cEDL x; tð Þ
�EDL

e x; tð Þ

 !
¼ lim

x!�1

cB x; tð Þ
�B

e x; tð Þ

 !
:

To the leading order E!0, we drop the time-derivatives
from Equations 11–13. The cation and anion concentra-
tion fields satisfy, respectively, the Boltzmann distribu-
tions

cEDL
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� �

Accordingly [12,13],

cEDL x; tð Þ ¼ cB �1; tð Þ cosh �EDL
e x; tð Þ � �B

e �1; tð Þ
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, ð17Þ

and
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� �

: ð18Þ

The potential field in the EDL is obtained by integrat-
ing the Poisson-Boltzmann Equation 13 twice [11].

�EDL
e x; tð Þ ¼ �B

e �1; tð Þþ

4 tanh�1 e�
ffiffiffiffiffiffiffiffi
cB �1;tð Þ
p

x

tanh
z�

4

� �� �
, ð19Þ

where the zeta potential z� tð Þ ¼ � 1
2�wðtÞ � �B

e �1,tð Þ.
The structure of the right hand side EDL (x=1) can be

obtained in a similar manner. In the above and later, su-
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perscripts (�) and (+) denote, respectively, the left and
right EDLs.

2.3 Bulk Electrolyte

In the bulk region outside the EDLs, Equation 5 predicts
1e

B~O(E2). Therefore, we enforce charge neutrality, 1e
B =

0. Accordingly, Equations 3–4 reduce to

@cB

@t
¼ E

@2cB

@x2
ð20Þ

and

@

@x
cB @�

B
e

@x

� �
¼ 0 ð21Þ

with the initial conditions cB(x,0)=1 and fe
B(x,0)=

fw(0)x/2. The presence of E in Equation 20 indicates that
the bulk concentration field relaxes slowly with diffusive
time scale tL =tRC/E=L2/D. In contrast, time does not
enter explicitly into the potential Equation 21. The bulk
potential field adjusts instantaneously to variations in the
boundary data.

Next, we introduce the boundary conditions of the bulk
Equations 20 and 21. Since the EDLs act as sinks/sources
for ions and charges, the bulk experiences mass and
charge fluxes through its boundaries (x= �1). The total
charge q�(t) in the EDLs is obtained by integrating
Equations 13 and 19 across the EDL.

q� tð Þ ¼
Z 1

0
1EDL

e dx ¼ �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cB �1; tð Þ

p
sinh

x�

2

� �
, ð22Þ

where we used
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERTC0

p
as the charge scale.

The concentration of the excess ions in the EDL is:

c�EDL x; tð Þ ¼ 1
2

cEDL
1 x; tð Þ � cB

1 �1; tð Þ þ cEDL
2 x; tð Þ � cB

2 �1; tð Þ
� �

:

Upon integration over the EDL�s thickness, the total
number of excess ions

w� tð Þ ¼
Z 1

0
c�EDLdx ¼ 4
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The boundary conditions for the bulk equations are:
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and
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� �
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dt
q� tð Þ: ð25Þ

2.4 Composite Expressions

It is convenient to construct composite expressions that
are uniformly valid in the entire domain. To this end, we
add the expressions in the EDL and the bulk and subtract
the overlapping contributions to obtain the uniformly
valid approximations
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� �� �
:

Similar expressions have been previously presented in
Bazant et al. [10] as the leading order terms in asymptotic
expansions. The main difference between our expressions
and Bazant et al. [10] is that we allow for time-dependent
bulk concentration. We anticipate that the approximate
(outer) model will fail when the EDL is thick and/or
when the electrodes� potential difference is large. When
the potential difference is large, one needs to account for
the finite size of the ions (steric hindrance) and the classi-
cal PNP model is no longer valid [6, 7]. We will systemati-
cally explore the error incurred in using the approximate
model as a function of the EDL thickness and the magni-
tude of the electrodes� potential difference.

3 Results and Discussion

We will determine, through numerical simulations, the
range of applicability of the approximate model (Sec-
tion 2.3–2.4) by comparing its predictions with those of
the PNP equations (Section 2.1). We consider the electro-
chemical cell depicted schematically in Figure 1 when the
electrodes are subjected to both a step change (sec-
tion 3.1) and time-periodic variations in potential (Sec-
tion 3.2).

Both the exact and approximate models were solved
with the COMSOL Multiphysics Finite Element Program.
The exact model (Equations 3–5) was implemented using
the “General Form PDE” module with zero flux and Di-
richlet boundary condition. Nonuniform elements with
sufficiently fine mesh next to the electrode surfaces were
introduced to resolve the electric double layer. The ap-
proximate model (Equations 20 and 21) was first convert-
ed to the weak formulation, and implemented using the
“Weak Form PDE” module. The boundary conditions
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(Equations 24 and 25) were added as “Weak Contribu-
tion” at the corresponding boundary nodes. A uniform
mesh was used in the solution. In both cases, we verified
that the computational results were grid size-independent
and that the numerical solutions matched analytical ones
in limiting cases and results reported in the literature,
when available.

3.1 Step Change in Electrode Potential

At time t=0, the electrodes are subjected to a step
change in potential:

�w tð Þ ¼ �pH tð Þ

where H(t) is the Heaviside step function (H(t)=0 when
t<0 and H(t)=1 when t�0) and fp is the magnitude of
the potential step. The initial conditions are cB(x,0)=
1 and fE

B(x,0)=fp x/2.

The dynamics of a binary, symmetric electrolyte sub-
jected to a step change in the electrodes� potentials, ac-
counting for a finite Stern layer effect (d>0), was studied
by Bazant et al[10] . In our model, the EDL charging is
coupled to the bulk diffusion and characterized as the
strongly nonlinear dynamic regime [10].

The approximate (outer) bulk model (Equations 20 and
21) admits the steady-state (long time) solution

cB x;1ð Þ � cB
1 ¼ �B

e x;1ð Þ ¼ 0: ð29Þ

Integrating Equation 20 over time and across the electro-
chemical cell and considering mass conservation, we find

ffiffiffiffiffiffi
cB
1

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4E2 sinh4 �p

	
8


 �r
� 2E sinh2 �p

	
8


 �
: ð30Þ

When �p � 1 and �p 	 1, Expression 30 reduces, re-
spectively, to

cB
1 
 1� E

16
�2

p þO �4
p


 �
and cB

1 
 1=E2e��p=2: ð31Þ

The corresponding total charge accumulated in the EDL

q1 ¼ q 1ð Þ ¼ 2
ffiffiffiffiffiffi
cB
1

p
sinh �p

	
4


 �
ð32Þ

is obtained from Equation 22. In the limit of a small and
large fp, Expression 32 reduces, respectively, to

q1 ¼ �p
	
2þO �3

p


 �
and q1 ¼ qmax 
 1=E: ð33Þ

The latter value corresponds to the dimensional charge

Qmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERTC0

p L
lD
¼ 2FzC0L,

which is the total charge available in the cell. In other
words, when fp is sufficiently large, all the charge will be
packed into the corresponding EDLs.

Figure 2 depicts the steady state concentration cB
1 and

the total charge in the EDL q1 as functions of applied
potential fp when E=0.1, 0.01, and 0.001. The plateaus in
q1 (Figure 2b) correspond to circumstances when all the
ions accumulated in the EDL (cB

1 
 0). The asymptotic
results for large fp may not be of practical significance
since our model does not account for overcrowding in the
EDL.

When the amplitude of the wall potential is small,
fp !1, we linearize the boundary conditions and solve
the bulk equations analytically.

�B
e x; tð Þ ¼ 1

2
�pxe�t þO �3

p


 �
ð34Þ

and

cB x; tð Þ ¼ 1þ �2
pc2 x; tð Þ þO �4

p


 �
ð35Þ

where

c2 x; tð Þ ¼
ffiffi
E
p

8
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ffiffi
E
p

ð Þ
sin 1=

ffiffi
E
p

ð Þ e�t �
cos x

ffiffiffiffiffiffiffi
2=E

p
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ffiffiffi
2
p

sin
ffiffiffiffiffiffiffi
2=E

p
 � e�2t

0
@

1
A

� E
16
� E

4

X1
n¼1

�1ð Þncos npxð Þe�n2p2Et

n2p2E� 1ð Þ n2p2E� 2ð Þ

We used the above expressions to verify our numerical
solutions.

To assess the approximate model�s validity, we define
the relative error (E) between the exact (Equation 10)
and approximate (Equation 28) currents at the electro-
des:

Fig. 2. Steady state concentration cB
1 (a) and the total charge

accumulated in EDL q1 (b) as functions of applied potential dif-
ference fp. E=0.1, 0.01, and 0.001.
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Em ¼ max
t
jE tð Þj ¼ max

t

jexact tð Þ � jcomp tð Þ
jexact
max

����
���� ð36Þ

When �p � 1 and E=0.05, the approximate model,
exact model, and the perturbation solution (Equations 34
and 35) are in good agreement. Em<1.5 %.

Figure 3 compares the predictions of the exact and ap-
proximate models when �p ¼ 8 and E=0.05. These partic-
ular values were selected to allow comparison with the re-
sults reported in Bazant et al[10] . Moreover, the relatively
thick EDL allows us to depict the differences between
the approximate composite solution and the exact solu-
tion. Figs. 3 a and 3 b depict, respectively, the potential
and concentration distributions at various times. Since the
potential field is antisymmetric �e �x; tð Þ ¼ ��e x; tð Þð Þ and
the concentration field is symmetric c �x; tð Þ ¼ c x; tð Þð Þ
with respect to x=0, only half the region �1 � x � 0 is
shown in Figure 3. When a potential difference is initially
applied across the electrodes (t~0), the potential distribu-
tion in the bulk solution is linear. As the EDL builds up,
the electric field is screened by the double layers and the
bulk potential gradually reduces to zero. Figure 3 b illus-
trates the penetration of the diffusion front into the bulk
of the solution as ions accumulate in the EDL. The bulk
concentration varies non-monotonically from its initial
uniform value c(x,0)=1 to the asymptotic, long-time

value cB
1. At intermediate times, the concentration

cB(�1,t) dips below its long time, asymptotic value.
Figure 3 c depicts the external current predicted by the

exact model (Equation 10, solid line) and the approxi-
mate model (Equation 28, hollow circles) as functions of
time. In practice, when an external power supply is con-
nected to the electrodes, the initial charging dynamics
will be controlled by the external resistance and the elec-
trode potential will increase gradually from zero to its
final value. Here, we consider the limiting case of no ex-
ternal resistance. As a result, the exact model predicts in-
finite current at t=0. In contrast, the finite element simu-
lation smoothes the step change in potential, which re-
sults in a finite current at t=0. As time increases, the cur-
rent decays. At t=0, the electrolytic cell has a capacitance
of Ccp(0)= E per unit area of the electrode. As the EDL
builds up, the cell�s dimensional capacitance increases
to the steady state value of Ccp(1)=8 F2 z2 C0

ffiffiffiffiffiffi
cB
1

p
sinh (fp/4)/(RTfp).

Figure 3 d depicts the discrepancy E(t) (Equation 36)
between the approximate and exact predictions for the
external current as a function of time. The approximate
and exact solutions agree within Em<4 % at all times and
are also in agreement with Figures 10a and 10c of Bazant
et al. [10]. The minor differences between our solutions
and Bazant et al�s are due to our calculations excluding
the Stern layer.

We repeated the calculations for various values of fp

and E. Since we excluded the Stern layer, the bulk electro-
lyte was exposed to much higher potentials that it would
have been in the presence of a Stern layer. In other
words, by excluding the Stern layer, we put the model to
a more severe test than in the presence of the Stern layer.
Figure 4 depicts the contours of the relative error (Em) as
a function of fp and E. The regions beneath the solid
curves identify the parameter space when the error is
smaller than the indicated magnitude, such that the ap-
proximate model is applicable. As fp and E decrease, so
does the error of the approximate model. For the param-
eters in the space above the curves, one has to rely on the
solution of the full PNP equations.

At moderate values of fp and E, the numerical solution
of the nonlinear bulk model encounters convergence dif-
ficulties, presenting a challenge to numerical analysts. We
describe briefly the numerical stability issues below and
in more details in the appendix.

Since our model does not account for the ions� finite
size, high electrode potentials lead to a very rapid deple-
tion of ions from the bulk region�s edge and exceedingly
low local salt concentration cB(�1,t). Figure 3 b provides
a mild example of this behaviour. To avoid the concentra-
tion cB(�1,t) from attaining non-physical, negative values,
one must decrease the numerical integrator�s time step
(Dt) as fp increases. It turns out, however, that numerical
stability requires Dt to remain larger than a certain criti-
cal value Dtc(fp,E). We demonstrate in the Appendix that
when Dt<Dtc, the Jacobian matrix of the numerical inte-
grator becomes singular at a certain finite time t. Thus,

Fig. 3. Comparison of the approximate (symbols) and exact
(solid lines) solutions. fp =8 and E=0.05. The potential (a) and
the concentration (b) are depicted as functions of x at times t=0
(*), 0.5 (+), 2 (&), 8 (�), and 20 (!). The external current flux
(c) and the discrepancy between the exact and approximate ex-
ternal currents (d) are depicted as functions of time.
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the numerical solver encounters the conflicting demands
of having to maintain small enough time steps to prevent
cB(�1,t) from assuming non-physical, negative values and
large enough to avoid a singular Jacobian. These conflict-
ing objectives become increasingly difficult to satisfy as
fp and E increase. Interestingly, the full PNP equations do
not experience similar difficulties.

3.2 Alternating Electrode Potential

Next, we consider the case when the electrodes� poten-
tials vary periodically in time:

�w tð Þ ¼ �pRe eiWt
 �

¼ �pRe eiwt
 �

The dimensionless frequency w ¼ WlDL=D. In this case,
we have an additional time scale, tW =1/W. When this
time scale is smaller than the charge relaxation time of
the EDL, 1/W<lD

2/D or w> E�1, the EDL does not have
time to reach equilibrium. We denote this critical fre-
quency with superscript *, w*= E�1.

When fp!1, the approximate model predicts

cB x; tð Þ � 1

and

�B
e x; tð Þ � �px

2
e�t

w2 þ 1
þ w cos wt þ fð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2 þ 1
p

� �
, ð37Þ

where f ¼ cot�1 w. We compared the predictions of the
exact and the approximate models with the perturbation
solution (37). When fp�2, E=0.005 and w ¼ 0:01w*, all
are in a nearly perfect agreement with Em < 0:24%.

Once initial transients have died out, Figures 5 a and
5 b depict, respectively, the potential and the concentra-
tion inside the EDL as functions of the stretched coordi-
nate x at times t=0, 0.1T, 0.2T, 0.3T, 0.4T and 0.5T when
fp =20, E=0.005, and w ¼ 0:02p 
 3� 10�4w*. Solid lines
and symbols represent, respectively, the exact and ap-
proximate solutions. The potential and concentration dis-
tributions in the EDL vary monotonically, suggesting that
at sufficiently low forcing frequencies, the EDL is nearly
at equilibrium. This is not surprising, however, since the
dimensionless relaxation time of the EDL, tD = E=0.005,
is much smaller than the forcing period T=2p/w=100
and quasi-equilibrium conditions prevail.

Figure 6 compares the predictions of the exact and ap-
proximate models as functions of time for the same con-
ditions as in Figure 5. Figs. 6 a and 6 b depict, respectively,
the potential and concentration as functions of time at
positions x=�0.25, �0.5 and �0.75 during one period.
Consistent with Equation 37, the potential field oscillates
at the forcing frequency and its amplitude increases line-
arly with x. The concentration field (Figure 6 b) oscillates
at double the forcing frequency. This is further exempli-
fied in the phase diagram in Figure 6c. Figure 6 c depicts
the concentration cB x; tð Þ as a function of the potential
�e x; tð Þ at x=�0.25, �0.5 and �0.75. Since c is comprised
of the sum of the anions and cations� concentrations, it is
independent of the sign of the potential, as is reflected in
the symmetry of the concentration field with respect to
�e ¼ 0. The alternations of c at double the forcing fre-
quency can be anticipated from the linearized version of
Equation 27. Figure 6 d depicts the electrode current flux
j(t) as a function of the electrodes� potential �w tð Þ. The
current is an antisymmetric function of the potential
j �w tð Þð Þ ¼ �j ��w tð Þð Þ. Figure 6 e depicts the discrepancy
between the exact and approximate (bulk) models� pre-
dictions E(t) (Equation 36) as a function of time during
one period. In Figure 6, Em < 1:0%.

Fig. 4. The range of validity of the approximate model. The do-
mains under the curves correspond to fp and E values when the
discrepancy (Em) between the approximate and exact predictions
is smaller than 1.0 %, 3.0 %, and 5.0 %.

Fig. 5. The potential (a) and concentration (b) in the EDL are
depicted as functions of the stretched coordinate x at times t=0
(*), 0.1 T (&), 0.2 T (�), 0.3 T (!), 0.4 T (~) and 0.5 T (+).
fp =20, E=0.005, and w=0.02 p. The exact solutions are depict-
ed with solid lines and the approximate solutions with symbols.
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Next, we consider high frequencies. Figures 7 a and 7b
depict, respectively, the potential and concentration in
the electric double layer as functions of the stretched co-
ordinate x when fp =20, E=0.005, and w=400=2w* over
one half time period. Witness that at this frequency, the
EDL does not have time to form. As a result, there no
potential drop across the EDL and �B

e �1; tð Þ 
 ��w tð Þ=2.
The exact and approximate models predict qualitatively
different concentration profiles (Figure 7b), but the dif-
ferences between the models� predictions are smaller
than 0.05%, which has little effect on electrode current
flux (Figure 7 c).

To gain further insights, we evaluated the composite so-
lution (26) with small amplitude potential (37). When
w @1, once initial transients have died out, the amplitude
of the potential alternations in the bulk is proportional to
w
	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2 þ 1
p or O 1ð Þ, while the amplitude of the potential

drop across the EDL is proportional to 1	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2 þ 1
p and di-

minishes like w�1. In other words, the potential drop

across the EDL is negligible when the dimensionless fre-
quency w	 1. Therefore, we expect the composite solu-
tion to provide reasonable estimates of the external cur-
rent both when the frequency is low (when the EDL is at
quasi-equilibrium) and when the frequency is high (no
EDL).

We repeated similar computations to the ones present-
ed in Figure 6 and Figure 7 for various frequencies and
electrode potentials fp. Figure 8a depicts the error (36) as
a function of the frequency when fp =6, 14 and 30. E=
0.001. Figure 8b shows error contours as functions of w

and fp. Figure 9 a depicts the error (Equation 38) as
a function of the normalized frequency when fp =2, 10,
and 20. E=0.005. Figure 9 b shows error contours as func-
tions of w and fp. When w>10, the bulk solution pro-
vides an excellent approximation.

4 Conclusions

The modeling of various systems of current interest, rang-
ing from electrochemical energy storage devices to desali-
nation reactors to colloidal systems, requires the numeri-
cal solution of the time-dependent Poisson-Nernst-Planck
(PNP) equations in three-dimensions and/or in complex
geometries (such as porous electrodes). The computation-
al task of solving the PNP equations is challenging due to
the presence of disparate length scales, such as the Debye
screening length and the diffusion length, and disparate
device dimensions. In particular, the need to resolve the
electric double layers poses a significant demand on com-
putational resources. When the temporal variations in the

Fig. 6. Comparison between the exact model (solid lines) and
approximate model (symbols) predictions. fp =20, E=0.005, and
w=0.02 p. The normalized potentials 2fe(x,t)/fp (a) and the con-
centration c(x,t) (b) are depicted as functions of time at x=
�0.25 (�),�0.5 (+), and �0.75 (*). (c) A phase diagram depict-
ing c(x,t) as a function of 2fe(x,t)/fp at various x values. (d) The
electrode current as a function of normalized, applied potential
fw(t)/fp. (e) The discrepancy (%) between the approximate and
exact external current as a function of time.

Fig. 7. Comparison of the exact solution (solid lines) and ap-
proximate model (symbols) predictions. fp =2, E=0.005 and w=
2w*. The potential (a) and concentration (b) are depicted as
functions of x at times t=0 (*), 0.1T (&), 0.2T (�), 0.3T (!),
0.4T (~), and 0.5T (+). (c) The electrode current as a function
of the normalized applied voltage.
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electrodes� potentials are relatively slow, the computa-
tional burden can be greatly reduced by assuming that
the EDLs are at quasi-equilibrium and the bulk of the
electrolyte solution retains electro neutrality. To assess
the error incurred when applying the quasi-equilibrium
approximation, we compared the predictions of the Pois-
son-Nernst-Planck equations with the predictions of a sim-
plified bulk model that replaces the charge and ion accu-
mulation in the EDL with appropriate boundary condi-
tions. The comparison was carried out for a one-dimen-
sional electrolytic cell confined between two blocking
(perfectly polarizable) electrodes, both when the electro-
des� potential difference was subjected to a step change
and when it was subjected to time-periodic alternations.
Although the approximate model is well known, a system-
atic study of its range of validity appears to be lacking.

In the case of a step change, when the EDL thickness
is small and the electrodes� potential difference moderate,
the approximate solution is in excellent agreement with
the exact one. The error associated with the use of the ap-
proximate solution was determined as a function of the

relative Debye screening length and the electrodes� po-
tential. The discrepancy between the exact and approxi-
mate solutions increases as the thickness of the EDL and
the magnitude of the potential difference increase.

In the case of periodic alternations in electrode poten-
tial, in addition to the thickness of the EDL and the
width of the electrolytic cell, a third length scale comes
into play – the diffusion penetration depth. We denote
with w* the frequency when the diffusion penetration
depth is comparable to the thickness of the Debye screen-
ing length. We calculated the error associated with the
approximate solution as a function of the electric poten-
tial amplitude and frequency. When the frequency is
small, the EDL can be considered as being at quasi-equi-
librium and the approximate model predictions are in
reasonable agreement with the exact ones. At high fre-
quencies, w�10, the potential and concentration varia-
tions in the EDL are negligible. Thus, the approximate
model (the bulk solution) provides a good approximation
to the exact one.

Fig. 8. (a) The error Em as a function of the frequency w. (b) Contours of constant error Em =0.1 %, 0.2 %, and 0.3 % as functions of
w and fp. E=0.001.

Fig. 9. (a) The error Em as a function of the frequency w and (b) contours of constant error Em =0.5 % and Em =1.0 % as functions
of w and fp. E=0.005.
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Appendix

To examine the roots of the instability in the numerical
solution of the bulk model, we constructed an approxi-
mate model of the bulk Equations 20 and 21 with boun-
dary conditions (24) and (25). The model is sufficiently
simple to enable us to expose the numerical instability
while still retaining the essential physics of the process.

At moderate times t ! E�1/2, we approximate the flux at
x=�1 as predicted by the bulk model (20) with the inte-
gral equation ([14] page 133 Equation 3)

@cB x; tð Þ
@x

� �
x¼�1
¼ � 1ffiffiffiffiffi

pE
p

Z t

0

_c1 tð Þffiffiffiffiffiffiffiffiffiffi
t � t
p dt: ðA1Þ

In the above, c1 tð Þ ¼ cB �1; tð Þ and _c1 ¼ dc1=dt. As we
shall see shortly, (A1) provides an excellent approxima-
tion of (20). Next, we replace the LHS of (A1) with the
boundary condition (24) to obtain

d
dt

4
ffiffiffiffi
c1
p

sinh2
�p

2 þ �1

4

 !" #
¼ �1ffiffiffiffiffi

pE
p

Z t

0

_c1 tð Þffiffiffiffiffiffiffiffiffiffi
t � t
p dt ðA2Þ

where �1 ¼ �B
e �1; tð Þ. We integrate the potential Equa-

tion 21 once and apply the boundary condition (25) to
obtain

d
dt
�2

ffiffiffiffi
c1
p

sinh
� �p

2 � �1

2

 !" #
¼ �1: ðA3Þ

In the above, we approximate cB
1 and @fe
B(�1,t)/

@x
fe
B(�1,t)=f1. The latter is justified since the profile

for �B
e is nearly a linear function of x, as is evident in

Figure 3.
Next, we integrate the non-linear ODEs (A2–A3) with

the initial conditions c1(0) =1 and f1(0)=�fp/2. At early
times t !1, the solutions can be expanded in time t.

c1 tð Þ ¼ 1�
�2

p

6

ffiffiffi
E
p

r
t3=2 þO t5=2

� �

and

�1 tð Þ ¼ ��p

2
þ �p

2
t � �p

4
t2 þ

�3
p

24

ffiffiffi
E
p

r
t5=2 þO t3

� �
: ðA4Þ

The short time solution will provide us with the initial
conditions needed for the numerical scheme.

To obtain finite-time solutions, we resort to a numerical
method. To simplify notation, we introduce the new vari-
able

y ¼ �p

4
þ �1

2

and recast the system (A3) and (A2) into

ffiffiffiffi
c1
p

cosh yð Þ _yþ sinh y
2
ffiffiffiffi
c1
p _c1 ¼

�p

4
� y ðA5Þ

ffiffiffiffi
c1
p

sinh yð Þ _yþ sinh2 y=2ð Þffiffiffiffi
c1
p _c1 ¼

�1
2
ffiffiffiffiffi
pE
p

Z t

0

_c1 tð Þffiffiffiffiffiffiffiffiffiffi
t � t
p dt ðA6Þ

The solutions of (A5) and (A6) are evaluated at discrete
time instants t ¼ tk k ¼ 0; 1; 2; . . .ð Þ with t0 ¼ 0. For sim-
plicity, we employ uniform time steps Dt, i.e., tk ¼ kDt.
The integral in (A6) is first manipulated to remove the
singularity at time t ¼ tn and then approximated with the
trapezoidal rule.

Z tn

0

_c1 tð Þffiffiffiffiffiffiffiffiffiffiffiffi
tn � t
p dt ¼

Z tn

0

_c nð Þ � _c nð Þ þ _c1 tð Þffiffiffiffiffiffiffiffiffiffiffiffi
tn � t
p dt ¼ _c nð Þ2

ffiffiffiffi
tn

p

þ
Z tn

0

_c1 tð Þ � _c nð Þffiffiffiffiffiffiffiffiffiffiffiffi
tn � t
p dt

¼
ffiffiffiffiffi
Dt
p

2
ffiffiffi
n
p

_c nð Þ þ _c 0ð Þ � _c nð Þ

2
ffiffiffi
n
p þ _c 1ð Þ � _c nð Þffiffiffiffiffiffiffiffiffiffiffi

n� 1
p þ � � � þ _c n�1ð Þ � _c nð Þffiffiffi

1
p

� �

¼
ffiffiffiffiffi
Dt
p

a nð Þ _c nð Þ þ b nð Þ� �
, ðA7Þ

where _c nð Þ ¼ _c1 tnð Þ

a nð Þ ¼ 2
ffiffiffi
n
p
� 1

2
ffiffiffi
n
p � 1ffiffiffiffiffiffiffiffiffiffiffi

n� 1
p � � � � � 1,

b nð Þ ¼ _c 0ð Þ

2
ffiffiffi
n
p þ _c 1ð Þffiffiffiffiffiffiffiffiffiffiffi

n� 1
p þ � � � þ _c n�1ð Þffiffiffi

1
p ðA8Þ

Note that a nð Þ is bounded and converges quickly to
lim
n!1

a nð Þ ¼ 1:4604. The discretized form of Equations A5
and A6 is, therefore

_y nð Þ

_c nð Þ

 !
¼ A�1

�p

4 � y nð Þ

� 1
2

ffiffiffiffi
Dt
pE

q
b nð Þ

0
@

1
A ðA9Þ

where

A ¼

ffiffiffiffiffiffiffi
c nð Þ
p

cosh y nð Þ 1

2
ffiffiffiffiffi
c nð Þ
p sinh y nð Þ

ffiffiffiffiffiffiffi
c nð Þ
p

sinh y nð Þ 1ffiffiffiffiffi
c nð Þ
p sinh2ðy nð Þ=2Þ þ a nð Þ

2

ffiffiffiffi
Dt
pE

q
0
@

1
A

The system (A9) can be integrated by a simple predic-
tor-corrector scheme. To start the calculation, the initial
values of the solution (when n=0 and 1) are obtained
from (A4).

Figure 10 compares the solutions of the simplified
model (A2-A3) and the finite element solution of the
bulk Equations 20 and 21 (computed with COMSOL)
when the electrode potential is subjected to a step change
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�p ¼ 8 and E ¼ 0:001. When 0:01 � Dt � 0:05, the solu-
tions of the simplified model converge and are in excel-
lent agreement with the finite element solution of the
bulk equations.

However, when a smaller time step was used in solving
the simplified model, numerical instabilities occurred.
Figure 11 depicts the solutions computed with Dt ¼ 0:001
(solid line) and otherwise identical parameters as in

Figure 10. For comparison, Figure 11a also depicts the
converged solution with Dt ¼ 0:01 (dashed line). When
Dt ¼ 0:001, the solutions exhibit non-physical oscillations
in the time derivatives _c1 and _y (Figure 11 b) and a transi-
tion to a physically inadmissible branch (e.g. c1 > 1 or
c1 < 0) at time ts 
 1:59. The time ts for the onset of the
instability decreases as the time step Dt decreases. This
numerical instability is present even at small electrode
potentials. For example, when �p ¼ 2; E ¼ 0:01, and
Dt ¼ 10�4, the instability occurs at ts 
 1:07; and when
�p ¼ 1; E ¼ 0; 01, and Dt ¼ 10�5, the instability occurs at
ts 
 1:24. At these small electrode potentials, the solu-
tions of Equations A8 converge readily when larger time
steps are used. This numerical instability is not unique to
the particular form of discretization (A8) and was present
when various other numerical integration schemes were
experimented with. In fact, the instability was also pres-
ent in the COMSOL solution of the bulk Equations 20
and 21 when a small time step Dt ¼ 0:001 was used for
the case shown in Figure 10.

The origins of the instability can be readily identified
by examining the determinant of the matrix A in (A9),

detA ¼ � sinh2 ðy=2Þ þ a nð Þ

2

ffiffiffiffiffiffiffiffiffiffi
Dt
pE

c1

r
cosh y,

The first term of detA is always negative and the second
term is always positive since a nð Þ 
 1:4604. Thus, detA can
become singular and non-invertible as the solution (c1,y)
evolves. Estimating the critical Dt value needed to assure
stability and the time ts when instability occurs is compli-
cated by the non-linearity as both y and c1 vary during
the solution process.

It is instructive to consider a limiting case of small elec-
trode potentials. When �p � 1, the problem admits the
asymptotic solution (35) and (34): c1 
 1 and
y 
 �p

4 1� e�tð Þ. With the above expression, detA=0 when

tdet ¼ � ln 1� 4
�p

ffiffiffiffiffiffiffiffiffiffi
2a nð Þ
p Dt

pE

� �1
4

" #
ðA10Þ

Equation A10 indicates that numerical stability requires
Dt > Dtc � 1:4� 10�3E�4

p. When Dt < Dtc, there is always
a finite time tdet when A becomes singular, and the nu-
merical integration of (A9) runs into difficulties.

The numerical instability observed in the solution of
the simplified model is very similar to the one observed
in the finite element solution of the bulk equations. After
the finite element discretization of the bulk equations, the
stiffness matrix that corresponds to the variables at the
boundary node has the same form as the matrix A (Equa-
tion A9). It should be pointed out that this instability is
unique to the nonlinear system (20–21) with particular
boundary conditions (24–25), and the solution to the full
PNP equations does not experience the similar instability.

Fig. 10. Comparison of the COMSOL solution for the bulk
equations (*, Dt=0.01) and the solutions of the ODE model
(solid lines Dt=0.01, dotted lines Dt=0.02, and dashed lines Dt=
0.05) for the step change in electrode potential fp =8, and E=
0.001.

Fig. 11. (a) Solutions from the ODE model with time step Dt=
0.001 (solid lines) for the same case as in Figure A1. Dashed
lines represent the converged solution with Dt=0.01. (b) Zoom-
in view of the concentration c1 and its time derivative _c1 around
the numerical instability.
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