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 A B S T R A C T

In this study, we develop a three-dimensional (3-D) numerical model using COMSOL Multiphysics to estimate 
water evaporation from open-water bodies, rigorously validated against experimental data from the literature, 
demonstrating satisfactory accuracy. Through comprehensive simulations, we elucidate the evolving patterns of 
evaporation with natural convection in diverse environmental conditions, including temperature, wind speed, 
and relative humidity. Specifically, under windless conditions, the evaporation rate initially decreases due 
to moisture accumulation and subsequently increases, as determined by the temperature at the air–water 
interface. In contrast, under windy conditions, the evaporation rate consistently decreases, solely dictated by 
this temperature. In addition, our findings underscore the critical role of natural convection within the water 
body in influencing evaporation rates under both windy and windless conditions. Specifically: 1) Neglecting 
the contribution of natural convection within the water body results in significant discrepancies in evaporation 
rate estimations, over 2.5 times in windless conditions, 2.5 times at 2 m/s, and 1.5 times at 5 m/s, due to the 
lower heat transfer rate of conduction compared to convection. 2) In the absence of external heat input, the 
omission of natural convection reduces the evaporation rate by 2 times under windless conditions, 1.05 times 
at 2 m/s, and 1.02 times at 5 m/s. Finally, the roll pattern of Rayleigh–Bénard convection in a water body is 
analyzed, which is primarily dominant by external heat, even in windy conditions. Without external heat, the 
wind takes over as the main factor affecting the evaporation rate. In the absence of both external heat and 
wind, natural convection in the air becomes the dominant factor for evaporation. This numerical investigation 
expands the validity of current methods for estimating evaporation from open-water bodies under complex 
environmental conditions.
1. Introduction

Accurate estimation of open water evaporation rates from lakes, 
ponds and reservoirs is paramount in various disciplines, including 
water resource management, climate science, ecosystem sustainability, 
and architectural design [1,2]. For instance, in the realm of building 
design, a comprehensive understanding of the evaporation rates from 
adjacent open-water bodies is crucial for urban planners and architects. 
These rates significantly influence the local microclimate, energy con-
sumption patterns, and cooling strategies used in urban environments. 
Elevated evaporation rates can alter humidity levels in the vicinity of 
buildings, thus affecting thermal comfort and necessitating effective 
water management strategies for features such as ponds, pools, and 
fountains [3,4]. Recent investigations [5,6] underscore the implications 
of evaporation on urban heat islands and overall building performance, 
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based on the foundational work of Penman [7], which established 
essential principles for understanding evaporation processes.

The evaporation process is governed by intricate heat and mass 
transfer mechanisms occurring at the air–water interface, influenced by 
a multitude of factors on both the air and water sides. Key determinants 
include air and water temperatures, vapor pressure, relative humidity, 
turbulent mixing induced by wind, and the physical dimensions of 
the water body [8,9]. The relationship between evaporation rates and 
these influencing variables has been the subject of extensive investi-
gation through a variety of experimental studies [10,11], alongside a 
limited number of theoretical formulations and even fewer numerical 
models [12].

Experimental investigations can be broadly classified into indoor 
and outdoor tests. Indoor experiments, commonly referred to as free 
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evaporation tests, are conducted in controlled laboratory environments 
without wind, focusing primarily on heat and mass transfer phenomena 
driven by molecular diffusion. These controlled conditions facilitate the 
precise regulation of the experimental parameters, employing similarity 
laws to simulate real-world scenarios [13,14]. For example, Misyura 
et al. [15] explored the evaporative behavior of a water layer and 
the corresponding heat transfer dynamics under localized laser heat-
ing, unveiling innovative methodologies for enhancing heat exchange. 
In contrast, outdoor experiments, known as forced evaporation tests, 
encompass the combined effects of advection, where wind-driven air 
movement interacts with the air–water interface, and diffusion [11,16]. 
These studies frequently use evaporation pans situated in environments 
such as reservoirs, lakes, and outdoor pools [17,18]. Although pan 
evaporation represents a straightforward and cost-effective measure-
ment approach [19,20], it introduces uncertainties due to reliance 
on databases from sites that may not accurately reflect the specific 
water body under investigation, such as Class A pans at meteorological 
stations [21].

Furthermore, critical factors such as depth of water, surface area, 
material composition, structural characteristics, positioning, and salin-
ity levels can significantly influence evaporation rates [22–24]. Al-
though higher-accuracy techniques, such as eddy covariance, offer 
more accurate measurements, they often involve substantial costs and 
resource demands. Consequently, long-term studies focused on small 
open-water reservoirs remain relatively scarce, limiting a comprehen-
sive understanding of evaporation dynamics within these environ-
ments [25].

Empirical correlations derived from field experiments are frequently 
employed to quantify the relationship between evaporation rates and 
their influencing factors. These correlations can be broadly categorized 
into two main types: those based on Dalton’s law [26] and those based 
on the analogy between heat and mass transfer [27]. Correlations based 
on Dalton’s law conceptualize water evaporation as being proportional 
to the differential vapor pressure between the open-water surface and 
the moisture content in the overlying air. This relationship is typically 
articulated as 𝐸 = (𝐴 + 𝐵𝑉 )(𝑝𝑣,𝑠 −𝛷𝑝𝑣,∞)∕ℎ𝑓𝑔 , where 𝐸 represents the 
evaporation rate, 𝐴 and 𝐵 are empirical constants, 𝛷 denotes relative 
humidity, ℎ𝑓𝑔 is the latent heat of vaporization of water, and 𝑉  is the 
wind speed. The second category of correlations, often referred to as 
similarity theory, posits that convective heat and mass transfer pro-
cesses are analogous. This theory applies the principles of convective 
heat transfer to estimate mass transfer rates by substituting traditional 
parameters such as the Prandtl number and the Reynolds or Grashof 
number with the Schmidt number and the mass transfer Reynolds 
or Grashof number, respectively. Recently, Muneeshwaran et al. [28] 
introduced a universal correlation for falling film evaporation that is 
applicable to both freshwater and seawater, demonstrating improved 
predictive accuracy across a diverse array of datasets. Despite their 
widespread application, these empirical correlations exhibit certain 
limitations. For instance, significant variability in the coefficients 𝐴 and 
𝐵 in Dalton’s law can occur due to measurements taken at inconsistent 
heights. Additionally, these correlations are generally constrained to 
specific conditions, such as a limited range of air and water tem-
peratures, relative humidity, and wind speed [29]. Although efforts 
have been made to broaden the applicability of these correlations with 
reasonable accuracy [11], deviations are frequently observed when 
conditions fall outside the specified ranges.

Given the inherent limitations of empirical correlations and ex-
perimental tests, numerical methods have emerged as a compelling 
alternative for quantifying water evaporation, particularly with the 
help of computational fluid dynamics (CFD) tools such as COMSOL Mul-
tiphysics, ANSYS Fluent, and Star-CCM+ [30]. For example, Raimundo 
et al. [10] elucidated the intricate relationship between evaporation 
from a heated water surface and the thermal properties of the sur-
rounding environment through a 3-D CFD simulation. These numerical 
methods have demonstrated a robust ability to accurately estimate 
2 
water evaporation under various environmental conditions, presenting 
distinct advantages over traditional experimental approaches. A no-
table application of numerical analysis in this field involves improving 
thermal comfort in swimming pools, where Blázquez et al. [31] em-
ployed ANSYS Fluent to develop a numerical model that estimated 
evaporation rates in indoor swimming pools, achieving a relative er-
ror of merely 3% compared to full-scale experimental results. This 
CFD-based methodology was further refined by Gallero et al. [32] to 
minimize estimation errors under forced convection conditions. In addi-
tion, several studies have identified critical factors that influence water 
evaporation through numerical simulations [33,34], with Luo et al. [2] 
exploring thermal design strategies to improve interfacial evaporation. 
However, it is important to note that previous studies have often treated 
swimming pools as surfaces with uniform temperatures, overlooking 
internal natural convection within the water body. This simplification 
can lead to an overestimation of evaporation rates, especially in smaller 
open-water bodies, where internal convection significantly influences 
heat and mass transfer processes. The importance of internal convection 
has been underscored by Bower and Saylor [13], yet its quantitative 
investigation remains largely unaddressed. To address this gap, a mul-
tiphysics CFD model has been developed to examine the effects of 
internal circulation within open-water bodies on evaporation rates.

In summary, while existing studies can numerically simulate the 
evaporation process for open-water bodies under various environmen-
tal conditions, several critical physical processes are often simplified 
based on assumptions. In particular, the internal flow induced by 
natural convection in open-water bodies is often ignored, which means 
that the evaporation process is not directly connected to the internal 
flow. However, ignoring the internal circulation could lead to sig-
nificant discrepancies in the estimations of the evaporation rate. In 
this work, we present a transient 3-D multiphysics model that couples 
forced convection by wind, water evaporation, vapor diffusion, and 
natural convection within the water body using COMSOL Multiphysics 
as presented in Section 2. The critical importance of incorporating 
natural convection within the water body is presented in Section 3, 
where a comparative analysis quantitatively assesses its significance. 
Following this, Section 4 summarizes the primary contributions of this 
study, and an Appendix is provided, containing robust validations for 
the numerical model.

2. Numerical model for the open-water body evaporation

The transient evaporation process of an open-water body, driven 
by external heat sources such as solar radiation, involves the interplay 
of multiple physics. Technically, four key aspects must be considered 
simultaneously to simulate the evaporation process of an open-water 
body, as illustrated in Fig.  1:

(I) the turbulent airflow above the open-water body.
(II) the transport of mass and energy from water to air via evapora-

tion.
(III) the natural convection within the open-water body.
(IV) the absorption of radiation as heat.

2.1. Problem description

In this study, the commercial software COMSOL Multiphysics [35] 
is used to simulate the evaporation of an open-water body. A 3-D 
numerical model is established that comprises an open-water body and 
a free air zone with the specific dimensions depicted in Fig.  2. The 
open-water body is represented as a cuboid, characterized by a depth 
of 0.3m and a square cross-section with equal width and length of 1m. 
Furthermore, a free air zone is configured with dimensions of 4 m × 2 m 
× 1 m (length × width × height), respectively. The numerical model is 
then developed on the basis of several key assumptions.
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Fig. 1. Physical processes of the open water evaporation.

• The net heat loss of water via surface-to-ambient radiation is con-
sidered negligible in comparison to heat loss through convection, 
as it is largely counterbalanced by the absorption of longwave 
emissions from the surrounding environment [36].

• The influence of water surface ripples on evaporation is not 
taken into account, as their effect on average evaporation rates 
is typically small when compared to dominant factors such as 
temperature, relative humidity, and wind speed.

• The water level is assumed to remain constant during the simu-
lation, as the short time scale of the analysis results in negligible 
water loss relative to the total volume [37].

• The vertical and bottom walls of the model are treated as perfectly 
impermeable and adiabatic [38].

• The initial environmental parameters are established on the basis 
of fixed baseline values that account for seasonal variations. How-
ever, these settings do not adequately consider the continuous 
temporal changes or phase transitions that may arise due to 
significant temperature fluctuations.

2.2. Governing equations

The evaporation process of an open-water body can be modeled and 
analyzed using a set of transient 3-D Navier–Stokes equations combined 
with evaporation models, as outlined below: 
𝜕𝜌𝜙
𝜕𝑡

+▽(𝜌⃖⃗𝑣𝜙) = ▽(𝛤𝜙▽𝜙) + 𝑆𝜙. (1)

The scalar 𝜙, diffusion coefficient 𝛤𝜙 and the source term 𝑆𝜙 for 
the governing equations are specified in Table  1. Both air and water 
are considered as incompressible fluids, except for the buoyancy-driven 
flow induced by the density difference, where the Boussinesq ap-
proximation is applied. To appropriately determine whether the flow 
is laminar or turbulent, the bulk Reynolds number (Re) for air and 
the Rayleigh number (Ra) for water are calculated based on the 3-D 
geometric configuration and the specified environmental conditions.

• Re number: The Re for airflow under considered windy con-
ditions range from 5.20 × 105 to 1.04 × 106. These calcula-
tions assume incompressible air, with constant properties of den-
sity 1.184 kg/m3 and dynamic viscosity 1.82 × 10−5 Pa s at a 
reference temperature of 25 ◦C.

• Ra number: The average Ra, determined by the temperature 
difference between the upper and lower surfaces of the water, 
fluctuates between 2.0×104 and 9.6×105. This simulation accounts 
for variations in the volume expansion coefficient, kinematic 
viscosity, and Prandtl number of water based on temperature-
dependent density.
3 
For external flow over an open-water body, the critical Re is around 
5 × 105. The critical Ra for internal nature convection with an aspect 
ratio of 0.3 is approximately 1 × 104 [39]. Therefore, both air and 
water flows are modeled as turbulent flows in this study. Consequently, 
the 𝑘-𝜀 model with the incorporation of wall functions is employed 
for water to accurately simulate near-wall flow dynamics [40]. On 
the other hand, the low-Re 𝑘-𝜀 model, which incorporates damping 
functions, is employed for forced convection by wind. It effectively 
predicts flow near the air–water interface, where viscous effects are 
dominant, while also ensuring accurate representation of turbulence in 
bulk airflow [41].

The flow fields are then used as input to simulate moisture trans-
port. The turbulent kinetic energy (𝑘) and the dissipation rate of the 
turbulent kinematic energy (𝜀) in the standard 𝑘-𝜀 model and the 
low-Re turbulence model are presented in Table  1.

2.3. Boundary conditions, initial conditions and solver

All boundary conditions are prescribed in Fig.  2 and presented in 
Table  2. For the air domain, the left-hand side is defined as the velocity-
inlet boundary to consider the incoming wind, while the other sides and 
the top surface are defined as open boundaries. The bottom is defined 
as a wall, except for the air–water interface. For the water domain, all 
walls are defined as adiabatic surfaces, and external radiation is treated 
as a heat source applied to the bottom surface of the water domain to 
simulate solar transmission within the water body [43]. The air–water 
interface is defined as the node of ‘wet surface’ (see Section 2.4 for more 
details). The initial conditions are presented in Table  3, which will be 
elaborated in Section 3.

The numerical strategy to solve the multiphysics problem is orga-
nized into three primary steps. First, the turbulent wind field is solved 
in a steady-state setting, with the converged solutions subsequently 
used as inputs for simulating moisture transport within the air domain. 
Next, a transient simulation is conducted to characterize the heat and 
mass transfer processes occurring between the water and air domains. 
During this phase, the phase-change dynamic of evaporation is com-
puted and serves as input for the subsequent moisture transport from 
water to air. Finally, recognizing the significant influence of natural 
convection on heat transfer between the top and bottom surfaces of 
water [44], the transient water flow field is simultaneously simulated 
during the evaporation process.

In summary, the evaporation process is resolved through several 
coupling mechanisms. Specifically, airflow is coupled with moisture 
transport in a unidirectional manner, considering only the effects of 
turbulent airflow on moisture transport while neglecting any feedback 
effects. Concurrently, moisture transport in air, forced convection of air, 
and natural convection of water are coupled for transient calculations. 
The buoyancy-induced flow in both water and air is modeled using the 
Boussinesq approximation. The governing equations are discretized us-
ing an implicit Backward Differentiation Formula (BDF) time-stepping 
scheme, which ensures high stability. The resulting linear system matrix 
is fully coupled and solved using the parallel sparse direct solver 
PARDISO, known for its speed and robustness.

2.4. Evaporation model

Interfacial evaporation theories at the air–water interface are clas-
sified into two primary categories based on their treatment of the 
interface. The local equilibrium model assumes a continuous temper-
ature across the liquid–gas interface, facilitating a simplified analysis 
of evaporation. In contrast, the non-equilibrium model incorporates a 
temperature jump at the interface, rendering it more suitable for phase-
change processes where the gas phase is significantly affected by the 
dynamics of the evaporating interface.

(1) Local equilibrium model
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Fig. 2. The boundary conditions and dimensions of the 3-D numerical model at different views, (a) 3-D view, (b) planform view, (c) side view and (d) front view.
Table 1
Summary of governing equations [42].
 Equation 𝜙 𝛤𝜙 𝑆𝜙  
 Continuity 1 0 0  
 x-Momentum 𝑈 𝜇𝑒 − 𝜕𝑝

𝜕𝑥
+▽(𝜇𝑒

𝜕
𝜕𝑥

⋅ ⃖⃗𝑣) + 𝐹𝑥  
 y-Momentum 𝑉 𝜇𝑒 − 𝜕𝑝

𝜕𝑦
+▽(𝜇𝑒

𝜕
𝜕𝑦

⋅ ⃖⃗𝑣) + 𝐹𝑦  
 z-Momentum 𝑊 𝜇𝑒 − 𝜕𝑝

𝜕𝑧
+▽(𝜇𝑒

𝜕
𝜕𝑧

⋅ ⃖⃗𝑣) + 𝜌0𝛽(𝑇0 − 𝑇 )𝑔 + 𝐹𝑧 
 Energy 𝑇 𝐾𝑒

𝐶𝑝

1
𝐶𝑝
( 𝑞𝐴𝑐

𝑉𝑐
)  

 𝑘∗ 𝑘 𝜇+ 𝜇𝑡∗

𝛿𝑘
𝑃𝑘 − 𝜌𝜀  

 𝜀∗ 𝜀 𝜇+ 𝜇𝑡∗

𝛿𝜀
𝐶𝜀1

𝜀
𝑘
𝑃𝑘 − 𝐶𝜀2𝜌

𝜀2

𝑘
 

 𝑘∗∗ 𝑘 𝜇+ 𝜇𝑡∗∗

𝛿𝑘
𝑃𝑘 − 𝜌𝜀  

 𝜀∗∗ 𝜀 𝜇+ 𝜇𝑡∗∗

𝛿𝜀
𝐶𝜀1

𝜀
𝑘
𝑃𝑘 − 𝑓𝜀𝐶𝜀2𝜌

𝜀2

𝑘
 

 where
 𝜇𝑡∗ = 𝜌𝐶𝜇

𝑘2

𝜀
, 𝜇𝑡∗∗ = 𝜌𝑓𝜇𝐶𝜇

𝑘2

𝜀
, 𝐾𝑒 = 𝐾 +𝐾𝑡 , 𝐾𝑡 =

𝐶𝑝𝜇𝑡

𝑃𝑟𝑡 𝛽 = 1
𝑇0
|𝑃0

, 𝐶𝜀1 = 1.44, 𝐶𝜀2 = 1.92, 𝛿𝑘 = 1.0, 𝛿𝜀 = 1.44
 𝑃𝑘 = 𝜇𝑡2(▽ ⃖⃗𝑣 ∶ (▽ ⃖⃗𝑣 + (▽ ⃖⃗𝑣)𝑡) − 2

3
(▽ ⋅ ⃖⃗𝑣)2) − 2

3
𝜌𝑘▽ ⋅ ⃖⃗𝑣

* The standard 𝑘-𝜀 turbulence model is used for the flow of water.
** The low-Re turbulence model is used for air.
Table 2
Detailed expressions of the boundary conditions.
 Fluid Type of boundary 𝑘 𝜀  
 Air Velocity Inlet 3

2
(𝑈𝑇 𝐼𝑇 )2 𝐶3∕4

𝜇
𝑘3∕2

𝐿𝑇
 

 Air Open boundary 3
2
(𝑈ref𝐼𝑇 )2 𝐶3∕4

𝜇
𝑘3∕2

𝐿𝑇
 

 Air Wall 0 lim𝓁𝑤→0
2𝜐𝑘
𝓁2
𝑤
 

 Water Wall ∇𝑘 ⋅ 𝑛 = 0 𝜌 𝐶𝜇𝑘2

𝜅𝑣𝛿+𝑤𝜇
 

𝐼𝑇 : Turbulence intensity (%).
𝐿𝑇 : Turbulence length scale (m).
𝛿+𝑤: Lift-off from the physical wall.
𝜅𝑣: The von Kármán constant.

The local equilibrium model posits a smooth temperature transition 
from liquid to gas at the air–water interface while permitting a discon-
tinuity in heat flux due to latent heat absorption or release [45]. During 
the evaporation process, water vapor diffuses into the surrounding 
air, establishing a moisture concentration gradient that governs the 
evaporation rate. This model treats the transport of water vapor as 
4 
diffusion-driven, employing Fick’s law to calculate the vapor mass 
flux. Given the substantial density difference between liquid water 
and vapor, the generated vapor creates a velocity discontinuity at the 
interface, thereby inducing Stefan flow [46]. This Stefan flow, which 
is proportional to the evaporation rate, counteracts the diffusion of 
air toward the interface. Consequently, the evaporation flux, 𝑔𝑒𝑣𝑎𝑝, is 
defined as the sum of both diffusive and convective vapor transports. 
𝑔𝑒𝑣𝑎𝑝 = 𝑀𝑣𝐾(𝑐𝑠𝑎𝑡 − 𝑐𝑣) + 𝑢stefan 𝜌𝑔 , (2)

where 𝑀𝑣 is the molar mass of water vapor, 𝐾 is the initial evaporation 
rate factor, 𝑐𝑠𝑎𝑡 = 𝑝𝑠𝑎𝑡∕(𝑅𝑔𝑇 ) is the saturated concentration of vapor, 𝑐𝑣
is the vapor concentration, 𝑢stefan is the Stefan flow velocity and 𝜌𝑔 is 
the moisture density.

(2) Non-equilibrium model
In the non-equilibrium model for liquid–vapor systems, two micro-

scale layers develop between the bulk phases of water and vapor: the 
interfacial transition layer and the Knudsen layer. Within the transition 
layer, the liquid density gradually transitions to vapor density, resulting 
in a subtle yet discontinuous temperature jump. The Knudsen layer, 
characterized by significant molecular interactions, can exhibit pro-
nounced temperature variations. Due to the discontinuities in density, 



P. Dong et al. Applied Thermal Engineering 278 (2025) 126964 
pressure, and temperature, traditional continuity principles are inade-
quate for modeling vapor transport within the Knudsen layer. Instead, 
Molecular Kinetic Theory (MKT) provides a framework to describe 
the phase-change mass flux at the air–water interface, accounting for 
variations in macroscopic quantities driven by molecular interactions. 

𝐽 = 2𝜆
2 − 𝜆

√

1
2𝜋𝑅𝑣

[

𝑝𝑠(𝑇𝑖)

𝑇 1∕2
𝑖

−
𝑝𝑣
𝑇 1∕2
𝑣

]

, (3)

where 𝜆 is the accommodation coefficient, 𝑝𝑣 and 𝑇𝑣 denote the partial 
pressure and temperature on the vapor side of the Knudsen layer, 
respectively, while the subscript 𝑠 represents the saturation value of 
steam and 𝑖 for the interfacial value.

Both local equilibrium and non-equilibrium models have been vali-
dated against experimental data, showing strong capabilities for water 
evaporation calculations [47]. However, the non-equilibrium model 
excels in providing insights into the molecular dynamics of evaporation 
but faces limitations due to the need for adjustable coefficients that 
link the theoretical model to empirical data, introducing uncertainties. 
Therefore, the local equilibrium model is chosen in this work due to its 
relative simplicity and robustness.

In an open-water body where the air domain is significantly larger 
than the water surface, and under the influence of wind, the moisture 
can be assumed to be dilute. This means that the moisture density 
remains nearly constant as a result of the low concentration of vapor. 
Therefore, changes in water content are primarily reflected through 
variations in vapor concentration, 

𝑀𝑣
𝜕𝑐𝑣
𝜕𝑡

+𝑀𝑣𝑢 ⋅ ∇𝑐𝑣 + ∇ ⋅ 𝑔 = 𝐺. (4)

Under this assumption, the Stefan flow generated by a low con-
centration of water vapor under outdoor conditions can be neglected. 
Therefore, the evaporation rate of the open-water body can be simpli-
fied as Eq. (5), which is the mathematical definition of ‘wet surface’ 
in COMSOL Multiphysics. 

𝑔𝑒𝑣𝑎𝑝 = −𝑀𝑣

(Sh ⋅𝐷𝑉 𝐴
𝐿

)

⋅
𝑃sa𝑡(𝑇 )
𝑅𝑇

⋅ (1 − 𝑅𝐻) , (5)

where 𝐷𝑉 𝐴 represents the mass diffusion coefficient, with a value of 
2.6×10−5 m2 s−1 for air–vapor, while 𝐿 denotes the characteristic length, 
𝑅 is the gas constant and Sh is the Sherwood number.

In quiescent air conditions, water vapor distribution is primarily 
governed by molecular diffusion. Therefore, calculations based on the 
saturation concentration difference may not accurately estimate the 
evaporation rate. Instead, the vapor transport should be determined 
based on the concentration gradient, as shown in Eq. (6), which is 
the general expression of vapor diffusive flux. 
𝑔𝑒𝑣𝑎𝑝 = −𝑀𝑣𝐷𝑉 𝐴∇𝑐𝑣. (6)

To evaluate the impact of neglecting the Stefan flow, we conducted 
simulations under two conditions: one that incorporates the Stefan flow 
and another that excludes it, as depicted in Fig.  3. The results reveal 
that while evaporation rates are consistently lower when the Stefan 
flow is not considered, the maximum discrepancy observed after an 8-h 
simulation is less than 5%. Consequently, to simplify the calculations 
without compromising accuracy, future simulations will not consider 
the Stefan flow.

Lastly, the latent heat source 𝑞𝑒𝑣𝑎𝑝 is determined by multiplying the 
evaporation flux by the latent heat of evaporation ℎ𝑓𝑔 , 

𝑞𝑒𝑣𝑎𝑝 = ℎ𝑓𝑔𝑔𝑒𝑣𝑎𝑝. (7)

Before presenting reliable results, a thorough examination of grid in-
dependence, time step selection, and validation of numerical strategies 
is conducted, as detailed in Appendix. All simulations are performed 
on a Windows Server (x64) equipped with an AMD Ryzen Threadripper 
3970X 32-core processor and 128 GB of RAM.
5 
Fig. 3. The effect of Stefan flow on the evaporation rate under summer environmental 
conditions with 2 m/s wind speed.

Table 3
Summary of typical environmental conditions in four different seasons.
 Autumn/Spring Summer Winter  
 Air temperature 20 ◦C 35 ◦C 5 ◦C  
 Water temperature 20 ◦C 30 ◦C 10 ◦C  
 Relative humidity 50% 70% 30%  
 Wind speed 0, 2, 5 m/s 0, 2, 5 m/s 0, 2, 5 m/s 
 Heat input (if exists) 884 W/m2 884 W/m2 884 W/m2  
 Heat input position Bottom Bottom Bottom  

3. Results and discussion

As discussed in Section 1, the previous literature has extensively 
discussed the effects of relative humidity, temperature, and wind speed 
on water evaporation, both theoretically and experimentally [8,10,11]. 
In this study, we investigate the crucial impacts of natural convection 
within an open-water body on evaporation, a facet often simplified 
in prior research. To this end, we conducted simulations under four 
distinct seasonal conditions, each characterized by combinations of 
relative humidity, air temperature, and initial water temperature.

Considering the different specific heat capacities of air and water, 
we make a reasonable assumption: the initial temperature of the water 
body is 5 ◦C lower than the air temperature in summer, 5 ◦C higher 
in winter and equivalent in autumn and spring [48]. These conditions 
reflect typical days in the four different seasons, which are summarized 
in Table  3. Wind speed varies from 0 m/s (windless) to 2 m/s (moderate 
wind) and up to 5 m/s (strong wind). To mimic the propagation and 
absorption of solar radiation within the water body [43], a constant sur-
face heat flux of 884 W/m2 is applied to the bottom surface of the water 
body from 𝑡 = 0 until the end of the simulation. Furthermore, scenarios 
without heat input, such as during nighttime or on cloudy days, will 
also be investigated for comparison, while all other conditions remain 
unchanged.

3.1. Effects of natural convection within an open-water body on water 
evaporation

The buoyancy-driven flow within an open-water body has been 
shown to play a significant role in its internal circulation [40]. How-
ever, its further impacts on water evaporation have not been thor-
oughly investigated. Consequently, we conducted a comparative study 
between cases that include convection effects on evaporation, referred 
to as the convection-present case, and those that exclude these effects, 
referred to as the convection-free case. In reality, it is impractical 
to only consider conduction effects within an open-water body, as 
whenever there is a temperature difference within the water body, 
natural convection is inevitably initiated. However, to quantify its 
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effect, we simulate a scenario in which conduction is the sole heat 
transfer mechanism, by disregarding the thermal expansion of water 
in COMSOL Multiphysics.

Note that this work focuses specifically on the effects of natural 
convection within an open-water body on water evaporation. There-
fore, existing conclusions about the relationship between evaporation 
and factors such as relative humidity, air, or water temperature are not 
reiterated with emphasis.

3.1.1. With external heat source
First, the comparative results of water evaporation rates with exter-

nal heat input for convection-present and convection-free cases under 
both windless and windy conditions are illustrated in Fig.  4. Under 
windless conditions, the time-varying evaporation rates of convection-
free cases exhibit a consistent decrease throughout all seasons. For 
example, the value decreases from 0.0035 to 0.001 kg/(m2 h) during 
autumn and spring. In contrast, for convection-present cases, the evap-
oration rates initially decrease, then gradually increase until the end of 
the calculation period. The corresponding value decreases from 0.0035 
to 0.002 kg/(m2 h), then increases to 0.0025 kg/(m2 h) during autumn 
and spring. When comparing both predictions, the average evaporation 
rate of the convection-present cases is more than three times higher 
than that of convection-free cases under windless conditions. In the 
presence of wind, the time-varying evaporation rates for convection-
free cases continue to decrease, whereas those for convection-present 
cases exhibit a steady increase. However, as the wind speed increases 
from 2 to 5 m/s, the rate of increase (decrease) in evaporation for 
convection-present (convection-free) cases diminishes. For instance, 
during autumn and spring, the evaporation rate for the convection-
present case increases from 0.165 to 0.171 kg/(m2 h) at a wind speed 
of 2 m/s and from 0.615 to 0.620 kg/(m2 h) at 5 m/s. In contrast, 
the evaporation rate for the convection-free case decreases from 0.165 
to 0.056 kg/(m2 h) at 2 m/s and from 0.615 to 0.390 kg/(m2 h) at 
5 m/s. In addition, the evaporation rate of convection-present cases is 
approximately 2.5 times higher than that of convection-free cases at a 
wind speed of 2 m/s and about 1.5 times higher at 5 m/s.

Second, a comparison of the time-varying evaporation rates in wind-
less and windy conditions reveals consistent and inconsistent trends. 
Consistent observations include the monotonically decreasing trend in 
evaporation rates for convection-free cases, transitioning from rapid to 
gradual declines throughout the calculation period, regardless of the 
season. In contrast, convection-present cases exhibit diverse patterns. 
Under windless conditions, evaporation rates initially decrease before 
reversing to an upward trend, whereas under windy conditions, the 
rates consistently increase over time. Furthermore, in response to sea-
sonal variations, the evaporation rate in summer starts at its lowest 
point and rises to become the highest at the end of the calculation 
period under windless conditions. However, the introduction of wind 
maintains the summer evaporation rate between those observed in 
autumn/spring and winter.

Finally, the evaporation rates for convection-present cases with no 
external heat input (referred to as external-heat-free cases) are pre-
sented under both windless and windy conditions in Fig.  4. Specifically, 
under windless conditions, the evaporation rates exhibit an initial sharp 
decline, followed by a transition to a more gradual decrease. For 
example, the evaporation rate for the external-heat-free case during 
autumn and spring decreases from 0.0035 to 0.0011 kg/(m2 h), which 
is slightly higher than that of the convection-free case. In terms of 
the value of evaporation rates under different seasons, it is highest in 
autumn/spring, followed by winter, and then summer under windless 
conditions. In contrast, under windy conditions, the evaporation rates 
remain relatively constant over time. And the evaporation rate ranks 
highest in autumn/spring, followed by summer, and then winter.
6 
Fig. 4. Time-varying evaporation rate under different wind conditions (a) windless, 
(b) 2 m/s and (c) 5 m/s with convection and external heat ( ∙ ), with convection 
but without external heat ( ▴ ) and without convection and external heat (− − −).

3.1.2. Without external heat source
Compared to convection-present cases with external heat, the ab-

sence of external heat leads to distinct differences in the time-varying 
evaporation rates under both windless and windy conditions, even 
when accounting for natural convection within the open-water body. 
Specifically, under windless conditions, the evaporation rate of the 
convection-present case during summer is initially lower than that of 
the other three seasons; however, it gradually increases and ultimately 
surpasses the rates observed in autumn/spring and winter. Conversely, 
the evaporation rate of the external-heat-free case in summer remains 
consistently lower than those recorded in autumn/spring and win-
ter. In windy conditions, the evaporation rates of external-heat-free 
cases across different seasons exhibit different behavior compared to 
those of convection-present cases with external heat input. While the 
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Fig. 5. The time-varying volume-averaged relative humidity and temperature at air–water interface under windless condition.
evaporation rates with external heat input continue to rise throughout 
the simulation, the absence of external heat leads to a consistently 
decreasing evaporation rate during the same period. As wind speed 
increases, the evaporation rates for cases with and without external 
heat input converge across all seasonal conditions. Specifically, the 
average evaporation rate of convection-present cases is approximately 
2 times higher than that of external-heat-free cases under windless 
conditions, and about 1.05 times and 1.02 times higher at wind speeds 
of 2 m/s and 5 m/s, respectively.

Based on the findings presented, it can be inferred that the evapora-
tion rate of an open-water body is influenced by the presence of natural 
convection, as well as the intensity of that convection within the water 
body (with and without external heat source).

3.2. Mechanisms of the impacts of natural convection on water evaporation

To elucidate the role of natural convection within the water body 
in evaporation, the findings are analyzed by presenting the distribu-
tions of temperature, relative humidity, and flow instability (Rayleigh–
Bénard convection roll pattern).

3.2.1. In windless condition
Under windless conditions, as indicated by Eq. (5), evaporation is 

initially driven by the difference in saturated vapor concentration at 
the air–water interface and air vapor concentration. The time-varying 
temperature at the interface and volume-averaged relative humidity 
of the surroundings are illustrated in Fig.  5, in which convection-
present, convection-free and external-heat-free cases are compared. 
The volume-averaged relative humidity of air accumulates and in-
creases over time in the four seasons. Notably, the relative humidity for 
convection-present cases exceeds that for convection-free and external-
heat-free cases after specific time points in each season (t =2.1 h in 
autumn/spring, t =3.8 h in summer and t =0.7 h in winter) due to 
different initial relative humidity values (that is, 0.5 in autumn/spring, 
0.7 in summer and 0.3 in winter). Before those points, the volume-
averaged relative humidity for all cases is nearly identical. In addition, 
the time-varying relative humidity for convection-free and external-
heat-free cases is similar, except for that in winter. Fig.  6 shows the 
contours of relative humidity in summer, revealing the accumulation of 
moist air near the interface, which gradually hinders the evaporation of 
water in the air. It can also be observed that the cases with convection 
exhibit a greater accumulation of vapor over time compared to the 
other two cases, which show similar accumulation levels.

Meanwhile, in terms of the temperature for the air–water interface, 
it continuously rises in convection-present cases, contributing to a sus-
tained increase in saturated vapor pressure, while for convection-free 
cases, it remains constant for two hours then gradually increases. As a 
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comparative study, the interface temperature for the external-heat-free 
cases keeps decreasing slowly during the simulation.

Based on the analysis above, we can infer that the evaporation 
rate of an open-water body under windless conditions is influenced 
by two main factors: (1) the accumulation of moist air above the air–
water interface, and (2) the increasing temperature of the air–water 
interface. Rewriting Eq. (5) as 𝑔𝑒𝑣𝑎𝑝 = 𝑀𝑣𝐾(1 − 𝑅𝐻)𝑐𝑠𝑎𝑡 based on 
𝑅𝐻 = 𝑐𝑣∕𝑐𝑠𝑎𝑡, we can conclude that the first factor 𝑐𝑣 slows down 
the water evaporation rate, while the second factor 𝑐𝑠𝑎𝑡 accelerates it. 
Thus, the evaporation process under windless conditions can be divided 
into two stages: (1) accumulation of moist air above the air–water 
interface with a slightly increasing temperature at the interface and 
(2) continuous accumulation of moist air above the interface with an 
obviously increasing temperature at the interface. This explains why 
the evaporation rates for both the convection-free and external-heat-
free cases decrease steadily over time. The initial driving force from the 
vapor pressure difference diminishes due to the accumulation of water 
vapor, and there is no increase in temperature at the air–water interface 
to facilitate further evaporation. In contrast, for convection-present 
cases, the patterns of water evaporation (initial decrease followed by 
an increase, as shown in Fig.  4(a)) indicate that the initial decline 
in evaporation rate is primarily driven by a decrease in the rela-
tive humidity difference. Subsequently, the increase in evaporation 
is dominated by the increasing temperature difference between the 
interface and the ambient environment. In addition, the evaporation 
rate of convection-free cases remains consistently lower than that of 
convection-present cases in all seasons. These trends align with the 
time-varying temperatures of the air–water interface (Fig.  5(b)). The 
finding could be cross-validated by the external-heat-free cases, the 
evaporation rate initially decreases due to the accumulation of moisture 
and drops continuously as no external heat input to maintain the 
temperature at the air–water interface.

How does the natural convection of water keep the temperature 
at the air–water interface higher in autumn/spring and winter, but 
first equivalent and then higher in summer, when compared with 
convection-free cases? To elucidate the underlying mechanisms, the 
temperature contours of the water body at different time points are pre-
sented in Figs.  7 and 8, comparing convection-present and convection-
free cases in winter and summer, respectively. In Fig.  7, where the 
initial water temperature is 5 ◦C higher than the air temperature in 
winter, noticeable differences in temperature contours are observed 
between convection-present and convection-free cases at various time 
points. Generally, when natural convection is considered within the 
water body, the temperature distribution rapidly becomes uniform. 
However, in convection-free scenarios, the temperature gradually de-
creases from layer to layer, with a slower heat transfer rate. In both 
cases, a distinct temperature gap is evident between the water body and 
the air near the interface. For convection-present cases, the faster heat 
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Fig. 6. The relative humidity distribution at different times in summer under windless condition.
transfer speed induced by natural convection within the water body 
results in a temperature gradient that decreases from the bottom to the 
top layers. Moreover, the latent heat of water evaporation contributes 
to lower temperatures above the air–water interface, particularly in 
the middle areas. These areas do not have contact with ambient air 
that has a higher temperature, while the peripheral areas can absorb 
heat as a result of direct contact. In convection-free cases, similar but 
weaker trends are observed, indicating reduced heat transfer within the 
water body and from water to air. Consequently, the initial temperature 
at the air–water interface is lower in convection-free cases than in 
convection-present cases. Moreover, over time, the natural convection 
effect facilitates more efficient heat transfer from the bottom to the 
top layers in convection-present cases, resulting in a progressively 
greater temperature difference at the top surface compared to that in 
convection-free cases.

In contrast, during summer, when the initial air temperature is 5 ◦C 
higher than the water, the time-varying temperature distribution differs 
for convection-present and convection-free cases (Fig.  8). At t =5 min, 
a similar temperature distribution is observed for both cases. However, 
as time progresses to t =2 h and to t =5 h, the water temperature 
increases for the convection-present case, leading to a temperature 
increase at the air–water interface despite the accumulation of moist air 
above. Conversely, for the convection-free case, because of the absence 
of natural convection within the water body, it takes longer for the 
water surface temperature to exceed the ambient temperature. Both 
cases exhibit a similar evaporation rate until the water temperature 
exceeds the ambient temperature, after which the difference becomes 
apparent.

The significance of natural convection within an open-water body 
for the temperature dynamics at the air–water interface has been 
clearly identified. To further elucidate the evolution of heat transfer 
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and flow instability within the open-water body, we analyze the dimen-
sionless Rayleigh number and the corresponding roll patterns. As illus-
trated in Fig.  9, the time-varying Rayleigh number for the open-water 
body is presented for both convection-present and external-heat-free 
scenarios during summer and winter under windless conditions.

Notably, the Ra exhibits an increasing trend with oscillations under 
continuous heating, whereas it shows a slight decrease over time in the 
absence of external heat input. The difference between the convection-
present case and the external-heat-free case occurs after 20 min in 
summer and 1 h in winter. Specifically, as discussed in Section 2.2, the 
critical Ra is around 1 × 104, which is marked as the dashed lines in 
Fig.  9. This observation indicates that the flow within the open-water 
body transitions from laminar to turbulent after 1 h of external heat 
input during summer. In the absence of external heat, the flow remains 
laminar throughout the period. In winter, the water flow rapidly shifts 
from laminar to turbulent after around 20 min regardless of external 
heat input; however, the intensity of the turbulence increases gradually 
with the application of external heat.

Furthermore, Ra for the convection-present case during summer 
exhibits a more pronounced increase compared to the winter cases. In 
contrast, Ra for the external-heat-free case in summer is consistently 
lower than that recorded in winter. As illustrated in Fig.  5, the temporal 
variations in temperature at the air–water interface display patterns 
that are analogous to those observed in Ra, regardless of season.

To visualize the time-varying temperature at the air–water interface, 
we examined the evolution of the roll pattern in the open-water body 
during summer, considering both the convection-present case and the 
external-heat-free case at various time points and Ra, as illustrated in 
Figs.  10 and 11. This study was conducted following a comparative 
validation against experimental data to ensure accuracy and reliability 
(see Figs.  A8, A9 and Table  A.4). Observations were made from both the 
top and side views of the open-water body. In the convection-present 
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Fig. 7. The temperature distribution at different times in winter under windless condition.
Fig. 8. The temperature distribution at different times in summer under windless condition.
Fig. 9. The time-varying Rayleigh number for the open-water body is presented for both convection-present and external-heat-free scenarios during summer and winter under 
windless conditions.
case, the flow exhibits chaotic behavior, with heat being transported 
from the bottom to the top by two distinct rolling cells (see Fig.  10(a)). 
After 0.5 h, one of the rolling cells begins to grow larger than the 
other, resulting in a warmer region forming between the two cells 
(Fig.  10(b)). As time progresses, the larger cell becomes dominant in 
heat transfer, then ultimately merging with the smaller cell. Despite 
9 
the instability of the flow pattern, the overall configuration remains 
relatively unchanged between the 2-h and 5-h time instants. In con-
trast, the external-heat-free case maintains a consistent roll pattern 
throughout the entire observation period. Specifically, two opposing 
rolling cells are evident from the side view, creating a relatively warm 
region in the center of the open-water body. The differences between 



P. Dong et al. Applied Thermal Engineering 278 (2025) 126964 
Fig. 10. The side and top views for the roll pattern of water for convection-present case under windless condition, (a) 𝑡 = 10 mins, Ra = 3.9 × 103, (b) 𝑡 = 0.5 h, Ra = 1.3 × 104, 
(c) 𝑡 =2 h, Ra = 4.8 × 104, (d) 𝑡 = 5 h, Ra = 6.4 × 104.
Fig. 11. The side and top views for the roll pattern of water for external-heat-free case under windless condition, (a) 𝑡 = 10 mins, Ra = 8.2 × 103, (b) 𝑡 = 0.5 h, Ra = 7.8 × 103, 
(c) 𝑡 = 2 h, Ra = 6.4 × 103, (d) 𝑡 = 5 h, Ra = 3.2 × 103.
the two cases are notable: in the convection-present case, the roll 
pattern is consistently chaotic, while in the external-heat-free case, 
the roll pattern remains stable throughout the observation period. 
Additionally, the convection-present case begins with several smaller 
cells that eventually coalesce into a single large cell, which matches the 
scale of the open-water body. In contrast, the external-heat-free case 
starts with a large cell and maintains this configuration consistently 
over time.

Considering Figs.  5(b) and 8, it is evident that the flow in the open-
water body with external heat input is unstable, and this chaotic be-
havior facilitates the transition from laminar to turbulent flow, thereby 
gradually enhancing heat transfer efficiency. Ultimately, the system 
evolves into a single large cell, which is the most efficient configuration 
for transporting heat from the bottom to the top, increasing the tem-
perature at the air–water temperature. By contrast, in the absence of 
external heat input, the flow begins as weakly laminar, characterized 
by low heat transfer efficiency, yet it can maintain a consistent roll 
pattern as well as stable temperature at the air–water interface.

3.2.2. In windy condition
It is evident in Fig.  4 that the changing trends of evaporation in 

convection-free cases resemble those under windless conditions when 
wind is introduced. This is because forced convection of the wind 
decreases the temperature at the air–water interface, while keeping 
other ambient conditions unchanged, including relative humidity and 
air temperature. In contrast, the changing trends of evaporation for 
convection-present cases deviate from those under windless conditions. 
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As depicted in Fig.  4, the evaporation rate increases monotonically 
during the calculation period, rather than initially decreasing and 
subsequently increasing. When examining the volume-averaged rel-
ative humidity at the air–water interface under 2 m/s and 5 m/s 
windy conditions as shown in Fig.  12, it remains nearly constant 
in both windy conditions, contrasting with the windless condition. 
Meanwhile, the interface temperature exhibits a monotonic increase 
trend for convection-present cases regardless of seasons. Considering 
Fig.  4(b) and (c), it can be inferred that the temporal evolution of the 
evaporation rate in an open-water body is determined solely by the 
temperature at the air–water interface under windy conditions.

In addition, the heat transfer process within the open-water body 
is analyzed, as illustrated in Figs.  13 and 14, where the air flows from 
left to right. For the convection-present case, the evolution of the roll 
pattern in the water differs significantly with the presence of wind, 
regardless of external heat input. Specifically, when external heat is 
applied, the initial roll pattern consists of two cells: a clockwise cell 
on the right-hand side and an anticlockwise cell on the left-hand side 
(Fig.  13(a)), similar to the windless scenario. However, the roll pattern 
gradually evolves into a larger clockwise cell after 5 h, contrasting with 
the windless case, which develops into a large anticlockwise cell. In 
addition, the presence of wind complicates the temperature distribution 
at the air–water interface, resulting in a more heterogeneous pattern. 
In contrast, without wind, the temperature distribution at the air–water 
interface is relatively orderly, exhibiting a gradient that warms from the 
center to the periphery.
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Fig. 12. The time-varying volume-averaged relative humidity of ambient air and temperature at air–water interface at (a) 2 m/s and (b) 5 m/s.
Fig. 13. The side and top views for the roll pattern of water for convection-present case under 2 m/s wind condition, (a) 𝑡 = 10 mins, Ra = 2.2×103, (b) 𝑡 = 0.5 h, Ra = 1.3×104, 
(c) 𝑡 = 2 h, Ra = 9.9 × 104, (d) 𝑡 = 5 h, Ra = 1.1 × 105.
In the absence of external heat input, wind disrupts the stable roll 
pattern of the water. Specifically, as the wind blows from left to right, 
a lower temperature region forms in the upper left area. This cooler 
region has a larger density and sinks along the left-hand side wall, 
creating an anticlockwise rolling cell. In the windless scenario, two 
lower temperature regions develop in both upper left corners, and 
the sinking of higher-density water from the side walls leads to the 
formation of two symmetrical cells, as previously described.

Therefore, the roll pattern under windy conditions results from the 
combined effects of forced convection in air and natural convection 
in water arising from temperature differences. Despite the change 
in the direction of the roll pattern caused by the wind, the overall 
evolution still progresses from several smaller cells to a larger one. 
This indicates that while forced convection from the wind alters the 
direction of the roll pattern, natural convection driven by external heat 
input governs the evolution of the roll pattern. However, in the absence 
of external heat input, the roll pattern is predominantly influenced by 
forced convection of the wind, which disrupts the ordered rolling cells 
observed under windless conditions.

4. Conclusions

In this work, we developed a comprehensive 3-D multiphysics nu-
merical model using COMSOL Multiphysics to investigate the signif-
icance of natural convection within an open-water body on water 
evaporation. The contributions are:

(1) Development of the numerical model: The developed 3-D nu-
merical model accounted for all physical phenomena during the water 
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evaporation process. Validation against scale models of both indoor 
and outdoor swimming pools from existing literature confirms that the 
model exhibits a high degree of accuracy in replicating experimental 
results.

(2) Quantification of the significance of natural convection: We 
revealed that neglecting natural convection within an open-water body 
results in significant discrepancies in estimating the time-varying evap-
oration rate. Specifically, the evaporation rate in cases with natural 
convection is more than 2.5 times greater in windless conditions, 
2.5 times greater with a wind speed of 2 m/s and 1.5 times greater 
with 5 m/s wind, when compared to convection-free scenarios. This 
discrepancy arises from the lower heat transfer rate of pure conduction 
compared to natural convection.

(3) Identification of the determinants of the evaporation rate of an 
open-water body: Under windless conditions, the evaporation rate is 
initially influenced by the accumulation of moist air and subsequently 
affected by the temperature of the air–water interface. In contrast, 
the temperature at the air–water interface serves as the sole factor 
determining the evaporation rate of an open-water body under windy 
conditions.

In summary, the developed 3-D numerical model, along with sim-
ulations conducted under various environmental conditions – focusing 
on internal natural convection within the water body – significantly 
extends the range of validity beyond previous empirical correlations 
and accurately reproduces the physical phenomena observed in field 
experiments at a lower cost. Unlike empirical correlations and experi-
mental approaches, our model offers practical applicability to improve 
water management strategies in outdoor ponds, irrigation systems, and 
industrial cooling processes.
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Fig. 14. The side and top views for the roll pattern of water for external-heat-free case under 2 m/s wind condition, (a) 𝑡 = 10 min, Ra = 7.2 × 102, (b) 𝑡 = 0.5 h, Ra = 9.8 × 103, 
(c) 𝑡 = 2 h, Ra = 6.9 × 103, (d) 𝑡 = 5 h, Ra = 5.0 × 103.
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Appendix

Grid convergence test

The entire computational domain is discretized using unstructured 
tetrahedral and prismatic grids, with boundary layers incorporated at 
the air–water interface. To minimize numerical errors caused by mesh 
size, a grid independence study is conducted. Six sets of mesh grids 
are generated, containing 120, 240, 350, 460, 550, and 680 thousand 
elements, respectively. Using the test conditions outlined in Table  A.1, 
the time-varying evaporation rates are plotted in Fig.  A1. As shown, 
coarser meshes tend to overestimate the evaporation rate, while further 
grid refinement beyond 460 thousand elements results in negligible 
changes to the solution. However, the computational time increases 
linearly and then exponentially once the number of elements exceeds 
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460 thousand. Balancing accuracy and computational efficiency, a fine 
mesh with approximately 460 thousand elements is selected for all 
calculations in this study. Detailed mesh information is provided in 
Table  A.1.

Furthermore, due to the implementation of a wet surface boundary 
condition, the transient simulation of moisture transport is highly sensi-
tive to the settings of the time-dependent solver, which can be adjusted 
by varying the time step size. To balance accuracy and computational 
efficiency, three different time step sizes (1 min, 5 min, and 10 min) are 
tested, with the results presented in Fig.  A2. As shown, a smaller time 
step size, such as 1 min, captures more detailed variations in moisture 
transport; however, this comes at the cost of significantly increased 
computational time. When the time step size is increased to 5 min, the 
simulation closely follows the trend established by the 1-min time step, 
maintaining acceptable accuracy. In contrast, a time step size of 10 min 
introduces several large discrepancies, deviating noticeably from the 
1-min reference. In conclusion, a time step size of 5 min is selected 
for this study, as it effectively balances the need for accuracy with the 
constraints of computational resources.

Validation of the numerical results

To verify the validity of the proposed numerical model, the results 
are validated against three different types of experimental results: the 
laboratory-scale model validation, the medium-sized pool validation, 
and the outdoor large-sized pool validation. The experimental data 
were summarized by [50].

Test A: Validation of a laboratory-scale model
In the experimental tests conducted by Asdrubali [49], a scale model 

of a swimming pool was tested under steady-state conditions within 
a chamber measuring 700 mm × 660 mm × 680 mm. An aluminum 
container filled with water was placed in the lower section (250 mm ×
150 mm × 70 mm) and insulated with polyurethane to ensure that heat 
transfer occurred exclusively at the air–water interface. Additionally, 
the air velocity above the interface was set at 0.05 m/s and 0.17 m/s, 
with measurements taken from five different positions at a height of 
10 mm above the water surface. The ambient temperature ranged from 
22 ◦C to 32 ◦C, and the water temperature was consistently maintained 
at two degrees lower than the air temperature. The relative humidity 
varied from 50% to 70%. Several typical cases were numerically tested, 
specifically with a wind velocity of 0.17 m/s, a relative humidity of 
60%, and water temperatures ranging from 20 to 30 ◦C in increments 
of 1 ◦C.

As illustrated in Fig.  A3, the multiphysics model developed gener-
ally captures the trend of water evaporation as the water temperature 
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Table A.1
Summary of initial conditions and selected meshing details.
 Test conditions Meshing details  
 Air temperature (𝑇𝑎) 25 ◦C No. of elements 464227  
 Water temperature (𝑇𝑤) 20 ◦C Average element quality 0.72  
 Relative humidity (𝑅𝐻) 50% No. of layer inflation 10  
 Wind speed 1 m/s First layer thickness 0.00035 m 
 Heat input 884 W/m2 Growth ratio 1.2  
 Heat input position Bottom Average y+ value for air flow ≈1.3  
 Calculation time 1 h Average y+ value for water flow ≈32  
Fig. A1. Grid convergence test (a) time-varying evaporation rate in an hour and (b) evaporation rate and calculation time with respect to number of elements.
Fig. A2. Time step size selection (a) time-varying evaporation rate with different time step sizes and (b) calculation time at different time step sizes.
Fig. A3. Validation between experimental results [49] and the multiphysics model for 
scale model at 𝑅𝐻 = 60%, 𝑉 = 0.17 m/s and 𝑇𝑎 = 22∼32 ◦C.
13 
increases. However, some discrepancies are noted. Specifically, when 
the water temperature is below 23 ◦C, the numerical model tends 
to overestimate the water evaporation rate, while when temperatures 
are above 23 ◦C, it tends to underestimate the evaporation rate. In 
particular, the maximum deviation between the numerical model and 
the experimental results occurs at 30 ◦C, with a relative difference of 
5%.

To further assess the validity of our numerical model for small-sized 
pools, we compared it with another experiment conducted by Blázquez 
et al. [51]. The experiments were performed in a square-section alu-
minum wind tunnel measuring 30 cm × 30 cm, with a total length 
of 1 m. The water container was positioned 65 cm from the inlet 
of the wind tunnel and had dimensions of 32.5 cm × 32.5 cm ×
3.5 cm. External forced convection was provided by a fan located 
at the beginning of the tunnel with a variable speed drive. The air 
temperature was controlled by a battery of electrical resistances, while 
the water temperature was maintained at a constant value using an 
additional electrical resistance.

Table  A.2 presents nine different experimental tests reported in the 
literature, with airflow velocities ranging from 0.08 m/s to 0.55 m/s 
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Table A.2
Summary of testing conditions by Blázquez et al. [51].
 Wind velocity (m/s) Air temperature (◦C) Water temperature (◦C) Relative humidity (%) 
 0.55 26.1 23.9 47.3  
 0.55 28.1 26.1 68.4  
 0.55 30.3 28 33  
 0.24 27.3 25.2 69  
 0.24 28.1 26.2 63  
 0.24 30.2 27.7 47  
 0.08 26 24.2 49.5  
 0.08 28.5 26 59.3  
 0.08 30.1 27.8 54.5  
Fig. A4. Validation between experimental results [51] and the multiphysics model 
under 9 different experimental conditions.

and relative humidity values between 33% and 69%. The comparison 
of results between the experiments and simulations is illustrated in Fig. 
A4. Overall, the simulation results align well with the experimental 
data, exhibiting an acceptable relative error of less than 9%. However, 
the simulation consistently underestimated the experimental results 
across all conditions, with the relative error varying from 4% to 8.5% as 
the airflow velocity increased from 0.08 m/s to 0.55 m/s. This discrep-
ancy is arisen because the location of the wind speed measurement in 
the experimental setup, where the anemometer was positioned behind 
the pool at a greater distance from the fan, affects the recorded values. 
The influence of viscous forces near the ground results in the actual 
inlet wind speed being higher than the measured value, leading to a 
higher evaporation rate than modeled.

Test B: Validation of medium-sized pools
The numerical solutions have been further validated against the 

medium-sized pools investigated by Jodat et al. [52], which exper-
imentally examined the effects of surface gravity waves on water 
evaporation rates across various airflow regimes. The experimental 
setup consisted of a wave flume integrated with a wind tunnel. The 
main flume measures 10 m in length, 0.5 m in width, and 0.6 m in 
height, with a water depth of 0.35 m. The wind tunnel, designed to 
facilitate airflow over the water surface, is 2 m long, 0.5 m wide, and 
0.8 m high. The evaporation rates at steady state, obtained under three 
distinct airflow regimes without accounting for surface gravity waves, 
were utilized for comparison with the multiphysics model. During 
the experiments, the air temperature was maintained at 25 ◦C, while 
the water temperature was set at 35 ◦C. Wind velocities varied from 
0.05 m/s to 5 m/s, with increments of 0.1 m/s, 0.9 m/s, 2 m/s, and 
4 m/s.

The comparison between the experimental data and the multi-
physics model is illustrated in Fig.  A5. Overall, the numerical model 
aligns closely with the experimental results. Notably, the relative error 
increases from the free convection regime to the mixed convection 
14 
Fig. A5. Validation between experimental results [52] and the multiphysics model at 
𝑉 = 0.05 m/s, 0.1 m/s, 0.9 m/s, 2 m/s, 4 m/s and 5 m/s, 𝑇𝑎 = 25 ◦C and 𝑇𝑤 = 35 ◦C.

regime, and further into the forced convection regime, with a maximum 
relative error of around 10% observed in the forced convection regime. 
This discrepancy may be attributed to our assumption that neglects 
the formation of ripples on the water surface under windy conditions, 
which have been shown to enhance water evaporation [52]. As wind 
speed increases from 0.05 m/s to 5 m/s, the intensity of surface ripples 
also rises, leading to a corresponding increase in the predictive error 
between the multiphysics model and the experimental observations.

Additionally, the multiphysics model is validated against the exper-
iment conducted by Hyldgård [53], in which the evaporation rate was 
measured under various conditions at steady state. A platform, elevated 
to a height of 0.2 m, featuring a 7 m2 basin with a depth of 0.18 m, was 
located in a room with dimensions of 5.43 m × 3.6 m × 2.42 m (length 
× width × height). The experimental conditions used for validation are 
summarized in Table  A.3, which include a wind velocity of 0.15 m/s, 
air temperatures ranging from 24 to 34 ◦C, water temperatures of 24 
and 28 ◦C, and relative humidity levels of 40, 50, and 70%.

The comparison between the experimental results and the multi-
physics model results is illustrated in Fig.  A6. Among the 20 different 
experimental conditions at steady state, the multiphysics model gen-
erally aligns with the experimental results, exhibiting a minimum 
difference of 2% and a maximum difference of 8.75%. Under condi-
tions with lower evaporation rates, the predicted errors are relatively 
small; conversely, these errors increase with enhanced evaporation 
conditions. In general, the predicted values fall consistently below the 
experimental results, similar to the findings of scale model validation.

The primary factor contributing to the observed discrepancies be-
tween the experimental and numerical results for both Test A and Test 
B, particularly under conditions of intense evaporation, is the neglect 
of Stefan flow in the used evaporation model, as illustrated in Fig.  3. 
Stefan flow plays a crucial role in the transport of water vapor away 
from the wet surface. By not considering this flow, the model may un-
derestimate the actual mass transfer that occurs during the evaporation 
process, leading to inaccuracies in the predicted evaporation rates.

In contrast, the open boundary condition employed in the simula-
tion assumes an unlimited volume of air available to absorb moisture 
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Table A.3
Summary of testing conditions.
 Wind velocity (m/s) Air temperature (◦C) Water temperature (◦C) Relative humidity (%) 
 0.15 24 24 40  
 0.15 25 24 40  
 0.15 26 24 40  
 0.15 27 24 40  
 0.15 28 24 40  
 0.15 29 24 40  
 0.15 30 24 40  
 0.15 24 24 70  
 0.15 25 24 70  
 0.15 26 24 70  
 0.15 27 24 70  
 0.15 28 24 70  
 0.15 29 24 70  
 0.15 28 28 50  
 0.15 29 28 50  
 0.15 30 28 50  
 0.15 31 28 50  
 0.15 32 28 50  
 0.15 33 28 50  
 0.15 34 28 50  
Fig. A6. Validation between experimental results [53] and the multiphysics model for 
indoor swimming pool at 𝑅𝐻 = 40%, 50% and 60%, 𝑉 = 0.15 m/s, 𝑇𝑎 = 24∼34 ◦C 
and 𝑇𝑤 = 24 and 28 ◦C.

from the water surface. This assumption fails to adequately capture 
the gradual buildup of humidity above the water surface, which is 
characteristic of an enclosed indoor environment. Consequently, this 
leads to an underestimation of the evaporation rate in the simula-
tion, particularly at higher water temperatures, where the disparity in 
vapor pressures, and thus the driving force for evaporation, is more 
pronounced.

Test C: Validation of outdoor large-sized pools
After being validated in two types of semi-confined environments, 

the multiphysics model is further verified against an outdoor swimming 
pool tested by Bernhard et al. [54] to assess its validity in an open 
environment. In the experimental test, a full-size swimming pool with 
dimensions of 25 m × 25 m × 2.3 m (length × width × height) was 
evaluated over time under various conditions. From this, two typical 
cases were selected for the validation of the multiphysics model: Case 
1 with 𝑇𝑎 = 19.65 ◦C, 𝑅𝐻 = 82.64%, and 𝑉 = 0.9 m/s; and Case 3 
with 𝑇𝑎 = 21.59 ◦C, 𝑅𝐻 = 66.41%, and 𝑉 = 1.49 m/s.

The comparison of results is presented in Fig.  A7. As observed, the 
general trends for both cases are consistent within an acceptable differ-
ence of less than 4%. The predicted results from the multiphysics model 
are lower, primarily because of the measurement of wind velocity. 
15 
Fig. A7. Validation between experimental results [54] and the multiphysics model for 
outdoor swimming pool, Case 1: 𝑇𝑎 = 19.65 ◦C, 𝑅𝐻 = 82.64%, 𝑉 = 0.9 m/s, and Case 
3: 𝑇𝑎 = 21.59 ◦C, 𝑅𝐻 = 66.41%, 𝑉 = 1.49 m/s.

Since wind is a vector, the averaged wind velocity in reality may have 
different directions, which contrasts with the conditions prescribed in 
the simulation. In the simulation, the direction of the wind is always de-
fined to maximize the effects of the wind on evaporation. Consequently, 
the water temperature changes more significantly than observed in the 
literature, indicating that enhanced evaporation is predicted by the 
multiphysics model.

In general, the established multiphysics model demonstrates a
strong capability in accurately estimating water evaporation for the 
scale model, indoor swimming pool, and outdoor swimming pool. 
Despite the observed discrepancies, the model performance warrants 
confidence for the investigations and discussions in this study.

Test D: Validation of roll patterns for Rayleigh–Bénard convection
The roll pattern, a defining feature of Rayleigh–Bénard convection, 

emerges in fluid as thermally driven circulatory structures during con-
vective processes. These patterns govern the efficiency of vertical heat 
transport between the lower and upper boundaries, thereby directly 
modulating the evaporation rates at the water surface. Consequently, 
accurately resolving the internal convective dynamics within the fluid 
is essential for robust simulations of evaporative phenomena and con-
stitutes a critical benchmark for evaluating the predictive reliability of 
the model.



P. Dong et al. Applied Thermal Engineering 278 (2025) 126964 
Fig. A8. Validation at 0.25 ◦C temperature difference, (a) experimental mean velocity field, (b) simulated velocity field.
Fig. A9. Validation at 4 ◦C temperature difference, (a) experimental mean velocity field, (b) simulated velocity field.
Table A.4
Comparison between simulated and experimental roll patterns.
 Temperature 
difference (◦C)

Vortex number Width (cm) Height (cm) Maximum flow 
velocity (mm/s)

Orientation  

 0.25 𝑌1 (experimental) 10 10 0.69 Clockwise  
 𝑌2 (simulated) 10 8.5 0.61 Clockwise  
 
4

𝑍1 (experimental) 4 8 2.8 Clockwise  
 𝑍2 (experimental) 6 8 2.8 Anticlockwise 
 𝑍3 (simulated) 5 10 3.5 Clockwise  
 𝑍4 (simulated) 5 8 3.5 Anticlockwise 
Building on the experimental characterization of large-scale flow 
structures in a rectangular Rayleigh–Bénard sample reported by
Horstmann et al. [55], the geometry of the multiphysics model is mod-
ified to replicate the experimental setup to simulate natural convection 
within the system. The dimensions of the aqueous domain are 10 cm 
× 2.5 cm × 10 cm (length × width × height). Adiabatic boundary 
conditions are applied to all side surfaces of the model to simulate 
the auxiliary thermal insulation devices that surround the container 
in the experimental system. The upper and lower surfaces are set to 
fixed temperatures to maintain vertical temperature gradients of 𝛥𝑇 =
0.25 ◦C and 4 ◦C, which is consistent with the experimental scenarios 
corresponding to the cases of laminar and turbulent flow, respectively.

The comparison results are presented in Figs.  A8 and A9. It is 
observed that the numerical model can effectively capture both the 
16 
flow pattern and velocity magnitude within the water body when 
there is a small temperature difference between the upper and lower 
surfaces. As the thermal gradient increases, the internal convective flow 
undergoes a transition from the laminar to the turbulent regime. At 
a temperature differential of 4 ◦C, the flow evolves from a single roll 
structure to a symmetric bifurcated state characterized by two primary 
counter-rotating vortices of nearly equal magnitude.

To rigorously validate the model’s ability to accurately represent 
natural convection roll patterns, quantitative comparisons between 
simulated and experimental flow structures under the two temperature 
difference conditions are conducted across three dimensions: size, flow 
velocity, and orientation.

Although the numerical simulation successfully captured the fun-
damental flow structure, the turbulence model exhibited restrictions 
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in resolving transitional characteristics within sensitive flow regimes. 
The comparative analysis with experimental measurements reveals two 
critical modeling limitations: (1) inadequate capture of small-scale vor-
tices, and (2) overestimation of flow velocity induced by errors in wall 
functions when computing near-wall flow characteristics. However, 
the temperature differences in the water induced by solar heating are 
sufficient to ensure that convection within the water remains turbulent 
in this study, thus significantly mitigating modeling uncertainties and 
yielding reliable results.

Data availability

Data will be made available on request.
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